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Abstract

It is an interesting observation that humans are able to
combine information from ostensibly disparate sources in
order to better comprehend the world around them. For
example, the sense information from the eyes and the ears
are combined at every instant — tasks such as road crossing
would be far more difficult without such integration. But
such combinations are non-linear in nature, so examining
each sense in isolation will not shed light on how they
combine within the cognitive frame. We are interested in the
way humans combine their visual sense with natural
language. This is an important area that appears to be little
researched to date, despite the large amount of literature in
both Vision Processing and Natural Language Processing.
In response to the non—linear nature of the combination we
proceed by synthesising the phenomenon rather than
analysing it. To advance our work we focus upon a
particular application that not only makes such a
combination feasible but has a practical use in the field of
medicine.

1. Introduction

Students find that books with both text and pictures in
them are easier to understand than books with either alone.
It appears that there is some cognitive process in action that
is able to combine the information from the two sources into
an understanding that is greater than the sum of its parts to
produce a synergy between language and vision. Such a
combination is non-linear which makes understanding the
phenomena by a detailed analysis of its parts an impossible
undertaking. Although the integration of language and
vision is important to an understanding of cognition and has
many practical benefits [1], the subject is little researched.
‘We can posit that humans use a unique target representation
when combining information from different sources. What
this representation looks like is a matter for debate in both
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Philosophy and Psychology {2,3].

Because language and vision combine in a non-linear
way we seck to synthesise the phenomenon rather than
analyse it. That is, we construct a model that mimics certain
aspects of complex behaviour rather than deconstruct the
real thing. Investigating complex systems by synthesis has
more in common with methods used in Artificial Life (AL)
than with Artificial Intelligence (AI) which is the traditional
umbrella for both Natural Language Processing (NLP) and
Vision Processing (VP). However, unlike the AL approach
we do not attempt to synthesise complex behaviour as an
emergent property given simple rules. Rather, we maximise
our use of the large bodies of literature that exist in both VP
and NLP so our “starting point” comprises VP and NLP
modules — this is at a much higher level than is typical in
AL. What makes the integration practically feasible is that
we have a Knowledge Representation (KR) independent of
both the NLP and VP modules. The KR contains expert
knowledge about blood vessel anatomy.

The specific task is to build a three dimensional model of
blood vessels in a patient’s brain (cerebral vasculature)
given x-ray pictures and associated medical reports. The x—
ray pictures are perspective projections of the cerebral
vasculature and are separated by an angle of about ninety
degrees (biplane angiograms). The medical reports are
prepared by an expert Radiologist while examining the
angiograms. The three-dimensional model our system
produces is a reconstruction that should account for all
input angiograms and medical reports. As Hall er al.[4]
report, the clinical motivation for this task is to locate any
malformations within the three dimensional vascular bed.

This area is suitable to investigate the integration of NLP
and VP for six reasons: (1) The medical reports are brief,
well structured, and exhibit the characteristics of a sub—
language [S1. They describe particular vasculature in
angiograms and this information can be extracted from



them; (2) The angiograms are complicated but methods
exist for extracting relevant information from them; (3) The
KR in our system models a collection of vasculature. Each
entry in the collection is an anatomical model of a particular
vasculature. This makes the KR a suitable target for both
- NLP and VP modules; (4) Reconstruction of vasculature
from either angiograms or medical reports alone is
inherently ambiguous. Integration helps disambiguate
candidate reconstructions because additional information is
provided; (5) The KR is incrementally manufactured by
adding new reconstructions. So integration addresses the
knowledge elicitation problem [6]; (6) The integration
means our KR will hold anatomically correct models whose
parts are assigned correct clinical terminology. This would
not be possible from a single source of information.

2. Background

Reconstruction of a vascular system from biplane
angiograms poses an under—determined problem that is

soluble only if a priori information is given. Previous

approaches have been expert systems that provide rules
which are used during reconstruction [7,8,9,10,11]. Hall
[12] gives an overview of such methods. However, none of
these methods is linked to NLP. With regard to medical text
processing, systems for analysis have been built
[5,13,14,15]. However, none of these is linked to VP, There
have been some efforts to integrate NLP and VP. These
analyse images to produce text [16,17,18]. None of these
act in the clinical domain and, importantly, none analyse
both text and images to produce a single representation. We
differ in that our efforts are devoted to combining analyses
from different sources into a single representation. We
begin by treating the NLP and VP modules as independent
components that can communicate both directly with each
other as well as via our KR. We present the integrating
architecture below, but first we discuss the KR, VP, and
NLP modules.

3. The knowledge representation

Our KR for a collection of vasculature is described in
Hall and McGregor [19] and Hall [20]. With respect to the
current discussion the important aspects of the KR are that:
(1) it is no more than an information repository about a
collection of vasculature, and (2) information can be added
to it incrementally.

The collection of vasculature is represented by a single
graph that we call a proto—graph. Nodes in the proto—graph
correspond to places where vessels divide or rejoin
(furcations) while arcs correspond to vessel segments that
connect furcations. Vessels as recognised by clinicians [21]
are paths, or possibly small subgraphs, in the protograph.
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The proto—graph is manufactured by adding new instances.
These instances are graphs that represent the topology of
particular vasculature, Vascular topology can be recovered
from the proto~graph using a Boolean valued function that
we call the discrimination proposition. This discriminates
between arbitrary subgraphs of the proto-graph and those
that were component to its manufacture. The proto—graph is
labelled with geometric and statistical information. The
geometrical information is used to fix the shape of the
vasculature in three—dimensions while the statistical
information records variances in both geometry and
topology. The proto—graph is also labelled with correct
clinical terminology. In short, the KR is a catalogue of
vasculature and their variations. As such it has no specific
purpose but can be used by a variety of applications.

All of the information in the KR is acquired from data
sources such as angiograms or medical reports. For
example, suppose a reconstruction has been produced from
angiograms and medical reports. Expert clinicians will be
consulted to confirm the reconstruction before it is added
into the KR. The KR therefore reflects expert opinion as to
the nature of vascular anatomy. In general the topology, the
geomeltry, and the statistics of the KR will all be updated by
adding new entries. In this way the performance of
applications that use the KR, such as reconstruction, should
improve over time.

4. The Vision Processor

By itself the vision processor accepts angiograms as
input and produces a set of candidate reconstructions as
output. Each candidate in the set accounts for the input
angiograms. For the purposes of reconstruction it is helpful
to represent each angiogram as a graph that we call an o
graph. In this graph the furcations correspond either to
images of furcations in the vasculature or to crossings. A
crossing is an artefact of projection created by the apparent
intersection of arcs in three dimensions. Because arcs are
curved they can appear to intersect themselves and such
places are crossings also. The arcs in the graph that
represents the angiograms represent fractions of a vessel
segment (slivers) that connect furcations and crossings.

Reconstruction can now be described as finding a
maximal, consistent set of mappings that carry nodes in the
KR to nodes in every a—graph, and arcs in the KR to nodes
and arcs in every o—graph. The reason for the latter
mapping is that crossings in the o—graph arise from vessel
segments in the KR. If the set of nodes and arcs discovered
this way satisfy the discrimination proposition then the
reconstruction has been “recognised” by the VP as being an
individual entry in the catalogue. Otherwise several options
exist: (1) the reconstruction is a subgraph of a catalogue



entry; (2) the reconstruction comprises subgraphs from
several catalogue entries; or (3) the reconstruction contains
entirely new pieces. In such cases an expert clinician can be
prompted to confirm or complete the reconstruction.

5. The Natural Language Processor

By itself the NLP module accepts a medical report as
input and produces a set of candidate reconstructions as
output. Each candidate in the set accounts for the input
medical report.

The NLP module must construct a set of graph structures
from its input text to match against the KR and so yield a
final result. Initially the NLP module produces a graph, that
we call the p—graph whose nodes correspond to features that
are named in the given report. Typically these features are
vessels and any associated malformations. In addition, it is
typical for medical reports to describe how these features
are connected to one another, and give weak geometric
relations also. Importantly, the medical report locates
unusual structures that are present in the vasculature. This
helps when building a reconstruction including any
malformations — which is the clinical motivation behind this
work. All of this information is used in constructing a p—
graph.

Reconstruction comprises finding a set of consistent,
maximal mappings from the KR to the p—graph. In this
case, groups of vessel segments in the KR must be matched
against a single node in the p—graph (recall that in clinical
terminology a vessel is a path or subgraph in the KR). The
furcations in the KR map to arcs in the p—graph. Once a set
of reconstructions have been made they can each be tested
against the discrimination proposition in the same way as
reconstructions from the VP.

6. An integrated system

The architecture of the integrated vision and language
system is shown below in Figure 1. So far the KR, VP, and
NLP modules have all been outlined. We now discuss the
operation of the decision module and the purpose of the
communication channels.

Suppose the VP and NLP modules each worked
independently to produce a set of reconstructions. Each of
these reconstructions should be regarded as an hypothesis.
We can discover where the modules agree by intersection of
hypotheses. The task of the decision module is to perform
such an intersection — we expect that the intersection of sets
will usually yield a set smaller than either of them. Thus we
see that the benefit of combining NLP and VP is that they
disambiguate one another. More generally we can consider
table 1, below, where G;s and Gy, are the hypotheses
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Figure 1. The integrated system architecture

from the VP and NLP modules respectively, & is the empty
set, and “match” denotes a non-empty set. Of the
possibilities shown the most useful has the interpretation
“full agreement” when (Gjang N Gy;y) is a singleton set. In
this case the result is optimal because there is a unique
solution agreed upon by independent methods. The
integration therefore provides a consistency check.

Table 1 Decision table for integration

Glang“Gyis | Giang/ Guis Gyjs / Glang Row interpretation
(%] 1%} %] no reconstruction
1] %] match vision only

(%] match 1%} language only

%] match match no agreement
match 1] @ full agreement
match 1%} match vision dominant
match match 1%} language dominant
match match match inconclusive

We argue that if the NLP and VP are allowed to
communicate directly then this analysis will not be altered.
This is because we have added no new information into the
overall system so that no further ambiguity resolution is
possible. Rather, the system will become more efficient.

The learning module, who’s task is to add new instances
of individual vasculature to the proto—graph, has not been
discussed; its operation is fully discussed elsewhere [19].



7. Conclusion

We have described how the power of NLP and VP might
be harnessed together into a single system. The key to our
integration is the use of a single target representation. Their
combination is more powerful than either one in isolation
because they mutually disambiguate and confirm one
another. In this way we have a synergy between the
component parts. The fact that the system will provide extra
information to the KR, and will be more robust and more
efficient are important practical outcomes. We conclude
that work on integrating complex systems can play an
important role in understanding the cognitive process in
humans and therefore impact upon Artificial Intelligence,
Cognitive Science, Psychology, and Philosophy.
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