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Abstract

One of the most difficult problems within the field of Artificial Intelli-
gence (AI) is that of processing language by computer, or natural-language
processing. Approaches to natural-language processing have been formulated
within the traditional AI framework of building systems which rigidly con-
strain the processing of the system in a top-down, hierarchical, manner. These
natural-language processors are manifested in the form of grammars which
are decided, a priori, for processing the syntax, semantics, and pragmatics of
natural-language utterances. One of the characteristics of traditional natural-
language processing models, is that they are brittle due to their rigidity of
processing. We argue that an approach to natural-language processing in the
form of the Artificial Life (AL) paradigm will be more amenable to the flexi-
ble processing of utterances in a heterarchical manner. The AL approach has
as a guiding principle the fact that the global behaviour of the system can
emerge from the interactions of many components, each one following its own

simple rules. Such processing will provide the capability of processing new



and dynamic forms of natural language. To date there have been little, or no,

AL approaches to natural-language processing.

1 Introduction

It is commonly agreed that one of the most difficult problems in Artificial Intelli-
gence (Al) is that of natural-language processing (see Partridge ([1])). There are
many theories of how language can be processed by a computer program, some con-
centrating more on processing the structure, or syntax, of sentences (see Gazdar and
Mellish ([2]), Pereira and Warren ([3]), and Woods ([4])), and others concentrating
more on processing the meaning, or semantics, of utterances (see Schank ([5], [6]),
Schank and Abelson ([7]), and Wilks ([8],[9],[10])). Recently, there has been an
upsurge in research on the processing of pragmatics, or the usage of utterances (see
Allen ([11], [12]), Ballim and Wilks ([13],[14]), Grosz and Sidner ([15]), Mc Kevitt
([16]), and Wilks and Mc Kevitt ([17])). However, all of these approaches treat lan-
guage processing within the traditional paradigm of Al, where systems are designed
in a framework such that the outcome of the system’s processing is easily determined
from its inputs.

In recent years a new paradigm for modelling intelligent behaviour has emerged,
called Artificial Life (AL) (see Langton ([18])). This approach models intelligence
from the point of view of exhibiting behaviour characteristic of natural living sys-
tems. Langton ([18], p. 2) says, “Artificial Life starts at the bottom, viewing an
organism as a large population of simple machines, and works upwards synthetically
from there — constructing large aggregates of simple, rule-governed objects which in-
teract with one another nonlinearly in the support of life-like, global dynamics. The
“key” concept in AL is emergent behaviour. Natural life emerges out of the orga-
nized interactions of a great number of nonliving molecules, with no global controller
responsible for the behaviour of every part (his italics).” We explore the utility of
emergent computation techniques, within the AL approach, for natural-language
processing, as opposed to the Al approach, contrasting the differences of each. A
design for processing natural language using the AL approach is described. We in-
tend to implement this design in Quintus Prolog, and it is the only AL approach to

natural-language processing that we know of.

2 Artificial Life

The Artificial Life (AL) approach to modelling intelligence comes from the point

of view of modelling organisms as large populations of simpler agents. The simpler



agents are rule-governed and interact with each other non-linearly. A key concept
is emergent behaviour. The behaviour of a complete system is an emergence from
the interactions of each individual agent, each following its own simple rules, in an
organised way with other agents, where there is no global controller responsible for
the behaviour of each agent.

For example, the behaviour of a flock of birds in flight would be modelled by
determining the flocking rules of each individual bird (see Reynolds ([19])). There
are no given rules for the behaviour of the flock as a whole. This global behaviour
emerges from the activities and interactions of the individual birds. The AL ap-
proach has an advantage over explicit rule systems in that it is tolerant to variations
in conditions which might not be foreseen. Another example would be modelling of
a colony of ants. In this case one might provide specifications for the behavioural
mechanisms of different castes of ants, and create lots of instances of each caste. The
population of “automata” would be started from some initial configuration within a
simulated two-dimensional environment. From that point on, the behaviour of the
system would depend on the collective results of all of the local interactions between
individual automata and between individual automata and features of their environ-
ment. There would be no single “dictator” automaton choreographing the ongoing
dynamics according to some set of high-level rules for behaviour of the colony. The
behaviour of the colony of automata would emerge out of the behaviours of the
individual automata themselves, like in a real ant-colony (see Langton ([18]), p. 4).

The primary methodological approach of AL is one that models bottom-up,
distributed and local behaviour. The approach can be modelled in a computer
program by focusing on ongoing dynamic behaviour rather than on final results.

The central features of computer-based AL models are:

e They consist of populations of simple programs or specifications.
e There is no single program that directs all of the other programs.

e FEach program details the way in which a simple entity reacts to local

situations in its environment, including encounters with other entities.
e There are no rules in the system that dictate global behaviour.

e Any behaviour at levels higher than the individual programs is therefore emer-

gent.

Al is concerned with the generation of intelligent behaviour that bears no rela-

tionship to the method by which intelligence is generated in natural systems. The



difference between AL and Al is that AL is concerned with the ongoing dynam-
ics, rather than the state ultimately reached by the dynamics. AL researchers are
not interested in building systems that reach any particular, a priori, designated

solution.

3 Natural language processing

The traditional approach to natural-language processing in AI has been to use rules,
or grammars, to dictate the global behaviour of a system which analyses incoming
natural-language sentences. Many of the approaches use grammars of English to
parse sentences into structures called parse trees. An example parse tree is shown

in Figure 1.

S
V/\

NP
We
Det Adj
favour
N
the Alife
approach

Figure 1: Sample parse tree

This parse tree represents the structure into which a traditional AI parser would



parse the sentence, “We favour the Alife approach.” The parser might use a grammar
like that shown below, although, most likely, in a much more elaborate form. This
grammar would be used to discover that the sentence consisted of the NP, “We”,
and the VP, “favour the Alife approach.” Then, the VP would be broken down into
V, “favour”, and NP, “the Alife approach.” Finally, the latter NP would be broken
down into the Det, “the,” the Adj ,“Alife,” and the N, “approach.”

S ——>NP VP

NP —— > Det Adj N

NP —— > Det Adj N PP

VP —— >V

VP —— > V NP

VP —— > V PP

VP —— > V NP PP

VP —— > V NP VP

PP —— > P NP

Much of the work in traditional computational linguistics and Al approaches to
natural-language processing has used grammars of natural languages, such as En-
glish, to parse sentences into structures such as that shown in Figure 1. These
structures are then augmented with various types of semantic processing. In fact,
much of the work on semantic processing has also emphasised the primacy of se-
mantics over syntax (see Wilks in [8], [9], [10] and Schank in [5], [6]).

One of the most difficult problems relating to semantics in natural-language
processing is that of determining the correct sense of a lexically ambiguous word
in context. For example, in the sentence, “The waiter served the lasagne,” it is
important that the system obtains the restaurant sense of serve, rather than the
tennis-court one. Wilks’ Preference Semantics system (see [8],[9] and [10]) was the

first natural-language processing system to be explicitly designed around the need for



lexical disambiguation. Wilks’ system contained selectional restrictions, expressed
in the form of templates. Restrictions were not fixed, but expressed as preferences
within the system. A word that satisfied a preference was preferred, but if a word did
not fit, the system would take the word that gave the best possible choice. Hence,
the system always produced a solution. This enabled the handling of figurative
usages of words, or metaphors, like in the example, “My car drank petrol.” In
the Preference Semantics system a selectional restriction on the verb “drink” would
state that only animate entities can drink. However, the system would accept the
sentence, forcing the knowledge structure for car to state that cars are able to drink.
The knowledge structure for car would contain information about the fact that cars
use gasoline, which is a liquid, and then infer that cars USing gasoline, are similar
to cars DRINKing gasoline. All parts of speech were labelled with their respective
preferences. For example, the adjective big was expected to qualify a physical object.
The approach is similar to the predictive approaches of Riesbeck ([20], [21]) Schank
et al. ([22]), and Riesbeck and Schank ([23]). For example in Riesbeck’s analyser, a
verb like drink would predict that the next object in an utterance would be a liquid.

The emphasis of work in natural-language processing has been in the processing
of syntax and semantics using techniques similar to those just described. Some
approaches emphasise the processing of syntax more than semantics, while others
emphasise semantics more than syntax. Others balance the amount of syntax and
semantics processing. While there has been much work on the processing of syntax
and semantics in natural-language processing, there has been an upsurge recently on
research into the processing of the use of language, or pragmatics. Original research
in this area includes that of Schank and Abelson’s ([7]) work on the use of world
knowledge, and models of the beliefs, plans and goals of participants in a discourse
for processing utterances. Recently, there has been work by Grosz and Sidner ([15])
on processing dialogues from the point of view of the structure of the dialogue. Allen
([11],]12]) provides a theory of processing natural language based on the mechanisms
of planning and Ballim and Wilks ([13],[14]) provide a theory and computational
model of how to model participants beliefs in discourse. Whether the traditional Al
approaches to natural-language processing treat the modelling of syntax, semantics
and pragmatics to an equal degree or not, they all have one thing in common: all
of the approaches decide, a priori, using explicit rules, the global behaviour of the
system. All the approaches are concerned with the state ultimately reached by the

dynamics of the system.



4 Artificial life and natural language processing

Now, we shall consider how the AL technique can be applied to understanding
natural-language sentences. Consider the sentence “John drinks water.” Tradition-
ally, to process this sentence, a parser would integrate syntactic processing in the
form of grammar rules, and semantic processing in the form of semantic restriction
rules. Also, there would be a lexicon indicating the parts-of-speech of each of the
words, i.e. whether they are nouns or verbs, and possibly other information about
the morphology of the words in different tenses, or declensions. A more complex
lexicon would incorporate information about different senses of the words in different
contexts.

Turning to the AL approach, imagine the individual words of a sentence as being
low-level agents which have their own rules of behaviour!. These rules provide three
types of information: syntactic information on structural constraints, semantic in-
formation on meaning constraints, and pragmatic information on usage constraints.
For example, if we take the word, drink, as an agent, then it could contain the

internal structure shown in Figure 2.

drink

Vv

Subject = animate

Object = liquid

Class = action

Figure 2: Agent structure for “drink”.

The agent structure for drink has three boxes of information denoting information
on syntax, semantics and pragmatics, from top to bottom respectively. First, the
syntax box indicates that drink is a verb, V. Next, the semantics box indicates that

drink prefers an animate subject, and the object of drinking to be a liquid. Finally,

'We are not interested here in morphological processing, or processing below the word level.
Hence, we take words as atomic agents within the system.



the pragmatics box indicates that drink is of the class action. Also, we must take
into account that drink can be a noun too. In this case the agent structure for drink

will look as shown in Figure 3.

drink

Class = liquid

Figure 3: Agent structure for “drink” as noun.

A number of agents can be floating around in what we call the agent pool at any
point in time. The agent pool could be thought of as a kind of floating dictionary.
For example, the pool of candidate agents for the sentence, “John drinks water”
is as shown in Figure 4. Note that although the pool includes different senses of
the possible agents which occur in the sentence, “John drinks water,” there are no
connections between the agents.

The agents we have discussed so far are concerned with the modelling of words,
just like a lexicon in the traditional approach to natural-language processing. We
can call these agents, word agents. The pool should also contain structure agents
for specifying structures that words can be integrated into. For example, structural
agents might indicate that sentences are composed of noun phrases and verb phrases,
noun phrases are composed of nouns, and verb phrases are composed of verbs and
other noun phrases, as shown in Figure 5.

A question we must answer is: how do the agents combine to build a represen-
tation of a candidate sentence? The process works as follows. Before processing
begins, the agent pool contains a number of word and structure agents which al-
ready exist as data. Next, words are entered as a stream, word by word, into the
existing pool. There is no requirement that words be entered in the order they occur
in a “normal” natural language sentence. The process is completed when the word

W

stream ends in a terminator such as “.”. Say, we drop the word drink into the pool.



John

class = person

drink

\Y

drink

Subject = Animate
Object = Liquid

Class = action

Class = liquid

water

\Y%

water

Subject = Animate

Class = action

class = liquid

Figure 4: Sample agent pool




sentence

NP VP

noun phrase verb phrase

N V NP

Figure 5: Sample structural agents.

Both the noun (N), and verb senses (V) for drink will be activated. However, there
will be no coagulation of agents as yet, as only one word has been entered into the
pool. Next, we can drop the word John into the pool. Now, the system will try and
join John to one of the agents for drink, or both, if they are both appropriate. The
structure and word agents check each other for possible linkage. The structure agent
for the sentence agent discovers that drink can be a verb (V) or a noun (N), and also
that John is a noun (N). However, this structure agent will rule out the noun agent
for drink as a noun (N) cannot be followed by a noun (N). Next, the sentence agent
checks information at the semantic level. It notices that the verb agent for drink
asks for an animate subject, and that John is of class person, from the pragmatic
information for John. It then checks the person agent and notes that people are
animate. Also, the word agents drink and John check each other for suitability. As
drink prefers liquids as objects, John must be the subject. Hence the pool stabilises
as shown in Figure 6. The system always tries to find a match, just like Wilks’
Preference Semantics (see [8], [9], [10]) system.

Next, the word water is added to the pool. The agent for water cannot be added
to the pool, as it stands, as the wrong verb phrase structure agent has been selected.
The system needs a verb phrase which includes an NP, and the noun (N) sense of
water is selected. Hence, the current structure breaks down, and a new structure

coagulates as shown in Figure 7. This is the final structure for the sentence, “John



drink

v

Subject = animate

Object = liquid

Class = action

John verb phrase
N A
Class = person
noun phrase sentence
N NP VP

Figure 6: Agent pool for “John drinks”




drinks water.”

You may now argue that, so far, the process we have described, is not, in any way
different from the traditional Al approach to natural-language processing. However,
there is one fundamental difference. In the traditional AI approach there is a notion
of global control, where the system is trying to obtain a parse of an sentence, with
respect to some specific grammar rule. There is a definite goal towards which the
word sequences are directed. However, in the AL approach we do not know the
result of a parse, or in what direction the parsing will go, until we see the result
produced by the system.

Note that the approach demonstrated here has the words entered into the word
pool in their natural left-to-right order. There is no reason as to why this should
necessarily be the correct way of loading the word stream into the pool. Right-to-left
could be just as good, or we could have started in the middle, or initially segment
the input stream with a first pass as Wilks does in [8]. The important point, is that
the more input we place in the pool, the more constraining the context is for further
words coming in. Hence, early words and sentences provide a context which assists
with any unnecessary disambiguation, in a similar fashion to the PDP approach
described in McClelland and Kawamoto in [24].

As well as combining together, structures will often split apart. This will happen
when a constraint is violated. For example, in the sentence “John holds the ball
and drinks the water”, it could happen that “the ball” is considered as a subject for
“drinks” by a syntactic agent. However, the semantic constraints will try to break
up this combination, since “drinks” will seek an animate agent as its subject. So
far we have considered sentences which do not involve figurative usage. Let’s now

move on to look at how such sentences would be processed.

5 Metaphor processing

One of the most prevalent problems in natural-language processing has been that
of metaphor. Consider the sentence, “The car drinks petrol.” The agent pool will
be satisfied with “The car” and will have no problem building a structure for it.
However, when “drinks” is added to the agent pool there will be a problem. There
will be a semantic constraint violation since the pragmatic information for the car
agent indicates that they are machines, and it is easy to derive that machines are
inanimate. Hence, “car” would not be allowed as the subject of the drink agent.
The pool would then contain a linking of the agents for “the” and “car” but the
agent for drink would remain on its own. Next, the word petrol is added to the pool.

This would link together with drinks as the pool would notice that petrol is a liquid



water

drink

v

Subject = animate

Object = liquid

Class = liquid

Class = action

noun phrase

N

John

verb phrase

V NP

Class = person

noun phrase

N

sentence

NP VP

Figure 7: Agent pool for “John drinks water”




from the liquid agent, and liquids are drunk from the drink agent. Hence, the pool
will now have a link between “the” and “car” and between “drinks” and “petrol.”
However, the sentence agent will still not be able to determine a link between the
agents for car and drinks. Yet, the system will have noticed now that there is a
terminator in the input. It will then try to force a link between the car and drink
agents. The semantic constraint that cars are machines will be relaxed. A final
structure will be formed with “the car” as subject noun phrase. However such a
structure would have a lower degree of satisfaction than say, “John drinks water.”
The system could incorporate a model of satisfaction, or tolerance, which measures
the degree of constraint satisfaction found (see Hofstadter (]25])).

The system allows both the relaxation of syntactic and semantic constraints.
Relaxing a semantic constraint gives rise to the processing of metaphors. In the
example just described there is a metaphorical interpretation of the agent car as
an antmate object. This could be achieved by allowing the pragmatic constraints
of objects to be flexible. Hence, agents such as car could be updated so that their
pragmatic information contains the fact that they can be animate. We show this
promotion of pragmatic information for the agent car from being a machine to being
animate in Figure 8 below.

The promotion could be done by hand by the programmer updating the word
agent for car. However, it would be simple to modify the system so that it automat-
ically updated the pragmatic component of agents automatically from new input.
Hence, the system’s grasp of language and conceptual organisation would evolve
with experience. Thus metaphor becomes the basis of language understanding and
development, rather than being seen as a quirk in an otherwise cleanly defined lan-
guage. This seems to be a much more helpful approach to the role of metaphor in
language, and one that is stressed in Lakoff and Johnson in [26]. The problem of
how modification of agents can be done effectively, or how learning can take place
in emergent systems, is described in detail by Rowe in [25].

Just as we have shown how pragmatic information can be updated within agents,
syntactic information can be updated as well. The syntactic component of an agent
description could be augmented to make the system tolerant to grammatically ill-
formed input. Hence, we would then have a system which would be able to parse
ill-formed human dialogues, texts and even new syntactic forms?. The system would

assemble the best interpretation of incoming sentences given the constraints, instead

2For example, many new syntactic forms exist in the novel “Ulysses” by James Joyce (see
Joyce [28]). Most current natural language systems would have great difficulty in trying to parse
the non-conventional sentences in Ulysses. However, it is important to note that a morphological
component would need to be added to our agent structures to deal with Joyce’s work.



literal car metaphor

‘lifespan = 15 years

size = medium

uses = petrol

use = transport

‘ class = machine

class = animate

Figure 8: Promotion of pragmatic information for ‘car’




of merely reporting a syntactic, semantic or pragmatic error, or a message saying the
input cannot be processed. As with the metaphor case just described, the approach
to syntactic tolerance would enable a grammar to be viewed not as a given set of
fixed rules, but something that emerges and evolves over time, according to the
system’s experience with parsing sentences.

One of the major applications of theoretical work in natural-language processing
is machine translation where algorithms are developed to translate utterances from
one language into another. Considering our AL model words from different languages
would easily point to the same (or similar) groups of semantic constraints. Much of
the time, words in one language do not correspond exactly with those of another.
For example, the the German word wissen is some kind of subset of the English
know. This could be represented by using the promotion technique again. The
structure would be represented as shown in Figure 9 below.

We can see that he German word wissen is analogous to the English word know
with some exceptions. This process could be pursued further for an application of

the AL technique to machine translation.

6 Conclusion

It is concluded here that the AL approach to modelling intelligent behaviour is
useful for natural-language processing. The approach enables the bottom-up parsing
of sentences into syntactic and semantic structures. The approach does not bias
the system into trying to force one parse over another, but allows the system to
determine the best parse it can find.

There are many similarities between the AL approach and connectionist ap-
proaches to natural-language processing such as those described in McClelland and
Kawamoto ([24]), Sharkey et al. ([29]), and Sharkey and Sharkey ([30]). However,
one major difference is the fact that one can determine exactly the path that the AL
model takes during processing, as it is at the symbolic level. Hence, the AL approach
has both the bottom-up freedom of connectionist systems and the transparency of
symbolic systems.

The AL approach gives us several advantages, including tolerance of bad gram-
mar, ill-formed input and metaphor understanding. The model also enables us to
explore the learning and development of language and new ideas concerning machine
translation.

We are currently implementing the AL model in Prolog and future work will
involve comparing simulations of the AL model with simulations of traditional mod-

els. Although the AL approach to intelligence is growing rapidly, there are to our
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¢

subject = person

object = fact

wissen (German)

object = person

kennen (German)

Figure 9: Representation for wissen




knowledge no other AL models of natural language processing. The closest model
is that proposed in Small ([31]) and Small and Reiger ([32]).
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