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Abstract

Speech and natural language researchers now
see the need to demonstrate that coherent
approaches are being formulated which al-
low the problem of processing natural lan-
guage in a uniform manner to be consid-
ered. This 1s in contrast to many current ap-
proaches where examination of small isolated
sub-topics within natural language processing
is the norm. It is our belief that very little
work of any significance has been done with
the aim of unification in mind. In this paper
we outline what we believe to be a suitable ar-
chitecture for the unification of many fields of
natural language processing research, an ar-
chitecture which has been developed by gen-
eralizing the formalism of non-linear phonol-
ogy. We show that this architecture, called
Pantome, can handle in a unified way a range
of pragmatic influences on speech.

1 Introduction

Consider speech communication between a speaker and
a listener. The speaker has a desire to communicate a
concept to the listener. This concept may be thought of
as an inherently atemporal collection of “objects”. Be-
tween the point at which the concept is conceived, and
the point at which it is expressed as speech, a transfor-
mation takes place in terms of the representation of the
concept. It changes from being atemporal, to being tem-
porally organized, in this case a series of articulatory ges-
tures. This is the process of linearization, moving from
the atemporal to the temporal [8, 25]. For the listener,
the reverse of the process described above is true. On re-
ceipt of the speech waveform, this temporally organised
series of acoustic features is processed in such a way that
the end result is a version of the concept the speaker was
attempting to communicate. Here we see the process of
linearization reversed; 1t is de-linearization.

While these activities are occurring there are un-
doubtedly other tasks to consider; the situation of the in-
terchange, as well as the intentions of both participants,
contribute pragmatic factors which surface (in part) in
various audible effects. The speaker will be monitoring
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the ambient noise in the surroundings where the conver-
sation is taking place, the body language of the listener
and the “difficulty” of the concepts that are being com-
municated. All of these factors will have a positive feed-
back effect and the speaker will adjust his or her speech
accordingly; for example the precision of articulation or
rate of speech may be modified. The listener will also be
engaged in similar tasks, for example paying more atten-
tion to facial features and lip movements if the ambient
noise level increases.

Pragmatic contributions are not limited to manage-
ment of ‘signal quality’ in the discourse, although this
is very important. Significant pragmatic factors include
contextualizing the discourse in the environment of the
participants (which may exploit a variety of non-verbal
procedures not further discussed here), and contextu-
alizing fragments of the discourse within the overall
speech activity. These frequently supra-sentential effects
are provided semantically (reference and anaphor) and
acoustically (prosody).

Speech synthesis from text, and also speech
recognition-to-text, requires these pragmatic contribu-
tions to be utilized. The development of speech process-
ing techniques which can incorporate pragmatic factors
such as those described in [27] is a major step towards
an integrated system. In what follows, we first outline
the processing architecture of Pantome - developed from
theoretical work in phonology and capable of manag-
ing the linearization and de-linearization required in hu-
man communication. We then show how this supports
quasi-articulatory control of speech synthesis, in a man-
ner which permits incorporation of pragmatic factors.
The use of Pantome in a speech synthesis system au-
tomatically provides the basis for a speech recognition
system, and this is outlined, demonstrating the integra-
tive properties of the architecture.

2 The architecture
2.1 Previous Models

Current approaches to speech recognition and text-to-
speech conversion can generally be thought of as be-
ing “pipe-line” models: processing is carried out in se-
quential stages. Often the input representation is trans-
formed stage by stage into the required output repre-
sentation by way of rewrite rules, or similar operations.



These pipe-line architectures provide little scope for in-
tegration of the many disparate sources of information
that we see are involved in human speech communica-
tion. There is even less scope for the integration of the
synthesis and recognition processes even though they ap-
pear to be so closely interlinked in human speakers. It 1s
in fact very difficult to say that existing systems are cur-
rently modelling any of the processes involved in human
speech communication, apart from the simple surface re-
sults of speaking and listening. If the eventual goal of
current speech synthesis and recognition technology is to
match human performance, then we believe 1t to be es-
sential that more than a passing account must be taken
of human behaviour. We believe that the Pantome ar-
chitecture is the one of the few proposals so far capable
of supporting the closely integrated model of speech pro-
duction and recognition that we have discussed above.
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Figure 1: [Illustration of competing non-linear for-
malisms

2.2 Non-linear origins

In a series of papers Edmondson [7, 8, 9, 10, 11, 12
13, 14] has argued that the conventional formalisms of
non-linear, or auto-segmental, phonology are too re-
stricted. The feature geometry approach of Clements
[5] is more restricted than the major alternative, the
‘bottle-brush’ approach of Hayes [18] (see Figure 1 for
illustrations), but the restriction is deeper than their
disagreement. The flaw is that in most cases the for-
malisms are assumed to be inherently speech specific;
the only behaviour to be accounted for is the production
of sequences of speech segments. For example, both for-
malisms illustrated in Figure 1 have a “spine” containing
a sequence of consonants and vowels.

Attempts to generalise the formalisms have been
made, but these are flawed in the same general way.
Application of work in non-linear phonology to sign lan-
guage behaviour does not, of course, make use of the
notion of speech segment, but it does rely upon the no-
tion of linguistic, articulatory, segmentation. In signed
language ‘phonology’ there is little agreement about the
most suitable approach (cf. Edmondson [9], [14], Perl-
mutter [34], Sandler [36], Wilbur [37]), but nonetheless
many authors view the notion of segment as unquestion-
able.

It can be argued [8] that the general significance of the
non-linear approach is its value in accounting for the as-
sembly of sequentially organised behaviour from atempo-
ral cognitive precursors - the linearization process. The
process is the same, inherently, whether the behaviour 1s
speech, sign, or interaction with a computer (cf. Cypher
[6], Edmondson [10]). Segments are the product of this
process, not the underlying units of behaviour (cf. Kaye
[24]). Removal of the emphasis on the speech segment
in these formalisms has un-coupled the linearization pro-
cess from speech - the approach is now more general and
may be applied to any cognitive activity.

We restrict the discussion here to speech and natural
language processing.
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Figure 2: Key elements of the Pantome architecture

2.3 Pantome

Pantome is the name we have given to the architecture
based on the generalized non-linear formalism. The key
elements of this architecture are illustrated in Figure 2.
It 1s worth noting at this point that the architecture does
not operate in a pipe-lined manner. All operations can
be carried out in parallel, and the architecture has been
conceived to support this approach.

The spine is the central data structure: this corre-
sponds directly with the notation used by Hayes in Fig-
ure 1. This data structure consists of a number of data
items known as “segments”. The idea of a segment is
distinct from the notion of a speech segment. In the
context of Pantome a segment can used to represent any
given item of data. For example in the case of a text-to-
speech system there may be letter segments, word seg-
ments, syllable segments and so on. This 1s illustrated in



Figure 3. Part (a) of Figure 3 illustrates an extract from
the spine structure containing letter segments, word seg-
ments, syllable segments and phoneme segments. The
inter-relationships between these segments are shown in
full. The use of the term “segment” here is equivalent
to the use of the term “agent” in [35].

The input and output agents represented in Figure
2 handle reading and writing segments from and to the
spine data structure. All references to the spine struc-
ture are dealt by these agents. They provide a standard
interface to the data structure, and also handle all poten-
tial consistency problems within the data structure that
may arise due to the parallel nature of its operation.
The flow of data within the architecture is represented
by the arrows connecting the various elements together.
Adding data to the spine is represented as the solid lines,
reading data from the spine is indicated by the dashed
lines. The agents themselves have some degree of au-
tonomy; they are supplied with a set of domain specific
rules that allow them to complete parts of the structure
automatically when new segments are added.
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Figure 3: Two views of an extract from the spine

The final elements of the Pantome architecture are
the Background Context Processes (illustrated as “BGC
Processes” in Figure 2). These are a collection of hetero-
geneous processes that provide all of the domain depen-
dent processing required to convert the general purpose
Pantome architecture to a domain specific application.

To simplify Figure 3 (a) slightly, part (b) illustrates
the same structure in two parts. In reality this data
structure can be considered three dimensional, Figure 4
gives a perspective view of a similar structure represent-
ing the relationships between letters, words, word starts
and word ends in a sentence. The spheres in Figure
4 represent individual segments; the lines indicate the
inter-relationships between them.

Figure 4: Perspective view of an extract from the spine

In the domain we are discussing here - combining
speech with pragmatic factors - we would expect to see
BGC processes dealing with letter-to-sound rules, dictio-
nary lookup, morphological analysis, syllabification and
also the interrelation of prosodic factors (stress, pitch
contours) with the structures of reference in the dis-
course. Each of these processes will be attempting to add
more detail to the structure by adding new segments of
particular types and defining their relationships with the
existing structure. The Pantome architecture places no
restriction on the type or number of processes that are
attached as BGC processes. This enables information
from disparate heterogeneous sources to be combined in
one structure. The architecture allows this structure to
be viewed from any perspective and at any level of detail,
thus providing for whatever level of contextual detail is
required.

Finally, this architecture is bi-directional. Its paral-
lel nature allows it to construct structures that repre-
sent input and output simultaneously, and allows these
structure to be inter-related when required. This bi-
directional nature allows common “knowledge” resources
to be shared between input and output tasks thus inte-
grating closely the two processes. The architecture also
has the facility to re-evaluate parts of the structure when
new information arrives, and selectively update the parts
of the structure that are affected by the new data.

Two further points need to be noted here: a) Pantome
is unlike any previous modelling architecture, and its
development over several years has revealed no flaws in
the underpinning theory; b) a version of this architecture
has been successfully implemented in a prototype text-
to-speech system [22].

2.4 Pantome in use

The architecture has been developed and implemented
for use, initially, in a text-to-speech system which pro-
vides quasi-articulatory control of speech synthesis. In
this configuration output agents (see Figure 2) control
the spinal specifications of speech production in linguis-
tically and prosodically useful terms, for example tongue
height, lip rounding, rhythm, and articulatory precision.



This work is described elsewhere [22, 23]. Suffice to say
here that a prototype synthesis system is nearly com-
plete; Pantome is available, relevant BGC processes ex-
ist (e.g. for morphology and lexical retrieval), quasi-
articulatory synthesis is well advanced. A major compo-
nent which remains to be supplied concerns pragmatic
factors which surface acoustically. Given the architec-
ture into which these factors must be incorporated it 1s
possible to specify the pragmatic components as BGC
processes.

The traditional approach to natural-language process-
ing in Al has been to use rules, or grammars, to dictate
the global behaviour of a system which analyses incom-
ing natural-language sentences. Many of the approaches
use grammars of English to parse sentences into struc-
tures called parse trees. In Rowe and Mc Kevitt’s ap-
proach [35], the individual words of a sentence act as
low-level agents which have their own rules of behaviour.
These rules provide three types of information: syntac-
tic information on structural constraints, semantic in-
formation on meaning constraints, and pragmatic infor-
mation on usage constraints. These components can be
extracted from the existing framework [35] and reconfig-
ured to suit the architecture of Pantome, thus providing
the demonstration of integration sought here.

3 Integrating pragmatics with Pantome

A theory of intention analysis (see [27]) has been pro-
posed as a model, in part, of the coherence of natural-
language dialogue. A central principle of the theory is
that coherence of natural-language dialogue can be mod-
elled by analysing sequences of intention. The theory has
been incorporated within a computational model in the
form of a computer program called the Operating Sys-
tem CONsultant (OSCON) (see Guthrie et al. [17], Mc
Kevitt [26, 28, 27], Mc Kevitt and Wilks [32], and Mc
Kevitt et al. [29, 31, 30]. OSCON, which is written in
Quintus Prolog, understands, and answers in English,
English queries about computer operating systems.

The computational model has the ability to analyse
sequences of intention. The analysis of intention has at
least two properties: (1) that it is possible to recognise
intention, and (2) that it is possible to represent inten-
tion. The syntax, semantics and pragmatics of natural-
language utterances can be used for intention recogni-
tion. Intention sequences in natural-language dialogue
can be represented by what we call intention graphs. In-
tention graphs represent frequencies of occurrence of in-
tention pairs in a given natural-language dialogue. An
ordering of intentions based on satisfaction exists, and
when used in conjunction with intention sequences, indi-
cates the local' and global degree of expertise of a speaker
in a dialogue.

The architecture of the OSCON system consists of six
basic modules and two extension modules. There are at
least two arguments for modularising any system: (1) it
is much easier to update the system at any point, and (2)

1By local expertise we wish to stress the fact that some-
times experts can act as novices in areas of a domain which
they do not know well.
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Figure 5: Architecture of the Operating System CON-
sultant (OSCON) system

it is easier to map the system over to another domain.
The six basic modules in OSCON are as follows:

1. ParseCon: natural-language syntactic grammar
parser which detects query-type,

2. MeanCon: a natural-language semantic grammar
(see Brown et al. [3], and Burton [4]) which deter-
mines query meaning.

3. KnowCon: a knowledge representation, containing
information on natural-language verbs, for under-
standing.

4. DataCon: a knowledge representation for con-
taining information about operating system com-
mands.

5. SolveCon: a solver for resolving query representa-
tions against knowledge base representations.

6. GenCon: a natural-language generator for generat-
ing answers in English.

These six modules are satisfactory if user queries
are treated independently, or in a context-free manner.
However, the following two extension modules are neces-
sary for dialogue-modelling and user-modelling: (1) Di-
alCon: a dialogue modelling component which uses an
intention matrix to track intention sequences in a dia-
logue, and (2) UCon: a user-modeller which computes
levels of user-satisfaction from the intention matrix and
provides information for both context-sensitive and user-
sensitive natural-language generation. A diagram of OS-
CON’s architecture is shown in Figure 5.

ParseCon consists of a set of Prolog predicates which
read natural-language input and determine the



type of query being asked, or intention type pre-
sented, by the user. For each type of query there
are tests for characteristic ways that people might
utter that query. ParseCon uses a semantic gram-
mar, in the Definite Clause Grammar (DCG) 2 for-
malism of Prolog.

MeanCon consists of predicates which check queries

for important information. There are predicates
which check for mentioned (1) command names
(e.g. “Is”, “more”), (2) command-effect specifica-
tions (e.g “see a file”), and (3) concepts, or objects
(e.g. “file”, “directory”). In case (2) there are spe-
cific types of information searched for: (1) verb
specifying action (e.g. “see”, “remove”), (2) ob-
ject of action (e.g. “file”), (3) modifier of ob-
ject (e.g. “contents”), and (4) location of ob-
ject (e.g.  “screen”). MeanCon also checks for
option verbs (e.g “number”) and option verb ob-
jects (e.g. “lines”). MeanCon contains a dictio-
nary of English words that define categories such
as “person”, “modifier”, “article”, “quantifier” and
“prepositions”.

KnowCon consists of a set of data files to represent

knowledge about the domain language used for un-
derstanding English queries. Data files here con-
tain information about English verbs which denote
types of command or action. Examples of cate-
gories of action are:

1. creating
screenlisting
printerlisting
sending
transferring
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removing

KnowCon also contains grammar rules for operat-
ing system objects like “date”, “file” and “direc-
tory”. The grammar rules encode characteristic
ways in which people talk about the objects in En-
glish.

DataCon consists of a set of data files defining de-

tailed information about operating system com-
mands. This information is stored for the UNIX
and MS-DOS Operating Systems. The data for
UNIX is split among seven files about commands:
1. preconditions

effects

syntax

names

precondition options
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effect options
7. name options

The first four files contain basic data about com-
mands while the last three contain data for options.

For MS-DOS, data is contained in just four files
which are similar, in spirit, to the first four here.

SolveCon is a solver which constructs and matches rep-
resentations of user queries (called Formal Queries)
against the knowledge base, DataCon, and pro-
duces an instantiated Formal Query which serves as
an answer for the query. SolveCon is the heart, or
driver, of the OSCON program because it contains
the information for mapping English sentences into
instantiated formal queries. It contains a set of
complex rules which call other OSCON modules
to determine (1) query type, (2) intention type,
and (3) the instantiated Formal Query for that
query. The determination of intention type is a
two stage process where natural-language queries
are first mapped into query types, and then into
intention types. SolveCon also checks for repeti-
tions by comparing the propositional content, or
topic, of the current intention against that of the
previous.

GenCon is the natural-language generator for OSCON
and maps instantiated information from SolveCon
into English answers. Here, there are algorithms for
printing out (1) preconditions, (2) effects (or post-
conditions), and (3) syntax of commands. Also,
there are predicates for printing out examples of
the use of commands and command compositions.
The type of query asked by the user determines the
information presented in English to the user.

DialCon is the dialogue modeller for OSCON which up-
dates the intention matriz representing intention
pair frequencies in the dialogue. Matrix update is
conducted by locating the relevant cell in the ma-
trix which needs to be updated, and increases its
count by 1. DialCon indexes the cell in the ma-
trix by pairing the current intention type with the
previous.

UCon is the user-modelling component of OSCON.
UCon derives a binary measure of user expertise,
expert and novice. UCon applies a user-modelling
function to the intention matrix to determine lev-
els of user satisfaction and dissatisfaction. Initially,
the user is assumed to be an expert. Subsequent
changes in the levels of satisfaction and dissatisfac-
tion will result in changes in the level of user exper-
tise. Such information is used by GenCon to gen-
erate context-sensitive and user-sensitive natural-
language responses. A detailed analysis of how the
system can modify its natural language responses
is given elsewhere (see Mc Kevitt [27]). We will not
discuss details of processing within components of

the OSCON system. These can be found in [27].

The OSCON system has been used to test the what we
call the Intention-Computer hypothesis: that the analy-
sis of intention facilitates effective natural-language dia-
logue between different types of people and a computer.
OSCON provides positive evidence for this hypothesis

?Definite Clause Grammars (DCG’s) were first developed (see MC Ke\{itt [2?]a Mec KeVitt et al. [29, 31, 30])
by Pereira and Warren [33] as a tool to be used in Prolog for It is our intention to incorporate segments for inten-
natural-language processing. tion analysis from not only the natural language pro-



cessing side but also from the speech processing side into
the Pantome architecture in order to enable higher level
intention processing to occur. This requires that the
components of teh OSCON system be reconfigured so
that, for example, SolveCon is not central (cf the discus-
sion of vowels and consonants in the spine), and Ucon
and DialCon are not pipe-lined from SolveCon bu in-
stead connect directly to the spine. The advantage of
this revision to the architecture of OSCON, so that it
conforms to the structure of Pantome, 1s that by plac-
ing the various components (‘Xcon’) in the BGC their
interrelatedness to each other, and to other components
of, say, a morphological nature, is strengthened, but this
is done via the sequentially organized segments in the
spine.

4 Speech recognition

Speech recognition 1s another example of an application
area that will benefit from utilization of the Pantome
architecture. The development of Pantome has been im-
plemented in parallel with an example application: text-
to-speech conversion [21, 22, 23, 19, 16, 15, 20]. The
diagram in figure 6 illustrates the typical text-to-speech
conversion architecture found in the majority of mod-
ern implementations. This is a pipeline, data is passed
from stage-to-stage with each step in the process being
isolated from its neighbours and unable to contribute or
benefit from direct communication. The Pantome archi-
tecture has been designed to overcome this and to allow
the exploitation of the interrelatedness of the compo-
nents, as described above.
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Figure 6: Architecture of a text-to-speech system

As the diagram in figure 7 illustrates, the typical
architecture employed when implementing the speech
recognition task is a pipe-line. This immediately raises
the question of how Pantome can be beneficially em-
ployed in the implementation of such a system.
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Figure 7: Architecture of a speech recognition system

The pipe-line architecture generally implies the re-
peated application of “re-write” rules, which waste much
of the potential of the complex structures that underpins
the surface structure. Utilizing a non-linear model that
allows this structure to be represented for processing at
all levels 1s a novel and potentially valuable solution to
this problem.

5 Conclusion

We believe 1t will be possible to incorporate into the
Pantome model segments for natural language process-
ing from levels of syntax to levels of pragmatics in the
framework of Rowe and Mc Kevitt []. In particular we
briefly described how intentions are processed in the OS-
CON system and we hope that processing of other forms
of pragmatics such as beliefs (see Ballim and Wilks [1, 2]
and Wilks and Ballim [38]) can be integrated.
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