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an ambient intelligent multimodal learning environment
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| never try to teach my students anything, | only try to create an
environment in which they can learn. — Albert Einstein

1. Introduction

a

. The focus of this research Is to investigate the use of multimodal
communication supporting collaborative learning for children.

. The overall objective is the design and development of AmbilLearn,
a multimodal system and ubiquitous learning environment for

children.

. Background
multimodal interfaces and computer games for learning (Fig. 1).
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Figure 1. Background research concept map

. AmbiLearn builds on the potential of ambient multimodal learning
environments to support children’s education (Figs. 2 & 3).
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Figure 2. Multimodal interfaces
concept map

Figure 3. Learning environments
concept map

2. AmbiLearn

. Multimodal input — fused/represented semantically to
obtain user intentions.

. Decision making — based upon intentions and
application state (represented by domain and
pedagogical models).

. Domain model — plug in knowledge base for different
domains.

. Pedagogical model — plug in pedagogical knowledge
module.
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Figure 4. AmbiLearn architecture

3. TreasurelLearn application

. The educational advantage of AmbiLearn s
demonstrated by a treasure hunt style game
(TreasurelLearn).

. TreasureLearn contains the core mechanics which
generates the game play, defines the game challenges
and associated actions.
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Figure 5. TreasureLearn activity

. Challenge module — main interaction / users will be
quizzed on their knowledge Iin order to overcome
obstacles such as locked doors or chests.

4. Interface design
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. The pictures such as the hills,

trees and volcano, represent
different sub games  of
TreasureLearn where the user
will gain knowledge to
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Figure 6. Interface design screens

5. AmbiLearn and cloud computing?

. Use of cloud computing enables AmbiLearn to become device
Independent.

. Processing and storage are all contained within the cloud —
overcoming device limitations.

. Interface will be developed using ASP.NET and Silverlight 4.
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Figure 7. AmbiLearn and cloud computing

6. Conclusion

. AmbiLearn will address the interface design and usability of a
multimodal system for children’s education.

. Addressing the role of serious games In education,
TreasureLearn investigates whether an educational game
Integrated with elements of a virtual learning environment can
have a positive impact on children’s education at primary level.

/. References

Cohen, P. (1992) The Role of Natural Language in a Multimodal Interface. In
Proc. of the 5™ Annual Symposium on user interface software and technology,
Monterau, California, US. New York: ACM, 143-149.

Hyndman, J., T. Lunney and P. Mc Kevitt (2009) "AmbiLearn: ambient
intelligent multimodal learning environment for children’, In Proc. of the 10th
Annual PostGraduate Symposium on The Convergence of
Telecommunications, Networking and Broadcasting (PGNET-09), Liverpool
John Moores University, Liverpool, England, June 22nd-23rd, 277-282.

Moreno, R. and R. Mayer (2007) Interactive Multimodal Learning
Environments. Educational Psychology Review, Special issue on Interactive
Learning Environments: Contemporary Issues and Trends. 19, 309-326.

Ortiz, A., M. Carretero, D. Oyarzun, J.J. Yanguas, C. Buiza, M.F. Gonzalez,
and |. Etxeberria (2007) “Elderly Users in Ambient Intelligence: Does an Avatar
Improve the Interaction?.” Universal Access in Ambient Intelligence
Environments. LNCS 4397, Berlin/Heidelberg: Springer, 99-114.

Oviatt, S., P. Cohen, L. Wu, J. Vergo, L. Duncan, B. Suhm, J. Bers, T.
Holzman, T. Winograd, J. Landay, J. Larson and D. Ferro (2000) Designing the
user interface for multimodal speech and pen-based gesture applications:
state-of-the-art systems and future research directions. Human Computer
Interaction. NJ, USA: L. Erlbaum Associates. 15(4), 263-322.




	poster.vsd
	Page-1


