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Abstract

The objective of the work outlined in this research plan is the development of an intelligent multimedia distributed hub for the fusion and synchronisation of language and vision data, namely MediaHub. MediaHub will integrate and synchronise language and vision data in such a way that the two modalities are complementary to each other. Methods of semantic representation and decision-making (fusion and synchonisation) in existing multimedia platforms are reviewed here. A potential unique contribution is identified on how MediaHub, with a new approach to decision-making, could improve on current systems. A research proposal for MediaHub, which will exist and be tested within an existing multimodal platform, and a 3-year research plan are given.
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1. Introduction
The area of intelligent multimedia has in recent years seen considerable work on creating user interfaces that can accept multimodal input. This has led to the development of intelligent interfaces that can learn to meet the needs of the user, in contrast to traditional systems where the onus was on the user to learn to use the interface. A more natural form of human-computer interaction has resulted from the development of systems that allow multimodal input such as natural language, eye and head tracking and 3D gestures (Maybury 1993). Considerable work has also been completed in the area of semantic or knowledge representation for language and vision, with the development of several semantic markup languages, such as XHTML + Voice (XHTML + Voice 2004, IBM X + V 2004) and the Synchronised Multimedia Integration Language (SMIL) (Rutledge 2001, Rutledge & Schmitz 2001, SMIL 2004a, 2004b). Frame-based methods of semantic representation have also been used extensively (Mc Kevitt 2003). Efforts have also been made to integrate natural language and vision processing, and some of the approaches in this field are described in Mc Kevitt (1995a,b, 1996a,b) and Mc Kevitt et al. (2002). 

1.1 Objectives of this Research

The principle aim of this research is to develop MediaHub, a distributed hub for decision-making over multimodal information, specifically language and vision data. The primary objectives of this research are to:

· Interpret/generate semantic representations of multimodal input/output.

· Perform decision-making (fusion and synchronisation) on multimodal data.

· Implement MediaHub, a multimodal platform hub.

In pursuing the three objectives outlined above, several research questions will need to be answered. For example:

· Will MediaHub use frames for semantic representation, or will it use XML or one of its derivatives?

· How will MediaHub communicate with various elements of a multimodal platform?

· Will MediaHub constitute a blackboard or non-blackboard model?

· What mechanism will be implemented for decision-making within MediaHub? 

These questions will be answered in the design and implementation of MediaHub – a multimodal platform hub. MediaHub will be tested within an existing multimodal platform such as CONFUCIUS (Ma & Mc Kevitt 2003) using multimodal input/output data.
2. Literature Review

This section provides a review of literature relevant to the design and implementation of MediaHub. Section 2.1 provides a review of the area of distributed processing, whilst section 2.2 looks at existing multimodal distributed platforms.
2.1 Distributed Processing

The area of distributed computing has been exploited to create platforms that are human-centred and directly address the needs of the user – systems that allow input that suits the needs and preference of each individual user. Recent advances in the area of distributed systems have seen the development of several software tools for distributed processing. These tools can be, and are, used in the creation of many different distributed platforms. PVM (Parallel Virtual Machine) (Sunderam 1990, Fink et al. 1995) is a programming environment that provides a unified framework where large parallel processing systems can be developed. It caters for the development of large concurrent or parallel applications that consist of interacting, but relatively independent, components. ICE (Amtrup 1995) is a communication mechanism for AI projects developed at the University of Hamburg. ICE is based on PVM, with an additional layer added to interface with several programming languages, including C, C++ and Lisp.  Support for visualisation is provided by the use of the Tcl/Tk scripting language. DACS (Fink et al. 1995, 1996) is a powerful tool for system integration that provides a multitude of useful features for developing and maintaining distributed systems. Communication within DACS is based on simple asynchronous message passing. All messages that are passed within DACS are encoded in a Network Data Representation, which makes it possible to inspect data at any point in the system and to develop generic tools capable of processing all kinds of data. 
The Open Agent Architecture (OAA) (Cheyer et al. 1998, OAA 2004) is a general-purpose infrastructure for creating systems that contain multiple software agents.  OAA allows such agents to be written in different programming languages and running on different platforms. All agents interact using the InterAgent Communication Language (ICL). ICL is a logic-based declarative language used to express high-level, complex tasks and natural language expressions. JATLite (Kristensen 2001, Jeon et al. 2000) provides a set of Java packages that enable multi-agent systems to be constructed using Java. JATLite provides a Java agent platform that uses the KQML (Knowledge Query and Manipulation Language) Agent Communication Language (ACL) (Finin et al. 1994) for inter-agent communication. KQML is a message format and message-handling protocol used to support knowledge sharing among agents. JavaSpaces (Freeman 2004), developed by Sun Microsystems, is a simple but powerful distributed programming tool that allows developers to quickly create collaborative and distributed applications. JavaSpaces represent a new distributed computing model where, in contrast to conventional network tools, processes do not communicate directly. Instead processes exchange objects through a space, or shared memory. CORBA (Vinoski 1993) is a specification released by the Object Management Group (OMG) in 1991. A major component of CORBA is the Object Request Broker (ORB), which delivers requests to objects and returns results back to the client. The operation of the ORB is completely transparent to the client. That is, the client doesn’t need to know where the objects are, how they communicate, how they are implemented, stored or executed. CORBA uses the Interface Description Language (IDL), with a syntax similar to  C++, to describe object interfaces.
2.2 Multimodal Platforms

Numerous intelligent multimedia distributed platforms currently exist. With respect to these platforms, of particular interest are their methods of semantic representation, storage and decision-making (fusion and synchronisation). With respect to semantic representation, EMBASSI (Kirste 2001, EMBASSI 2004), Psyclone (Psyclone 2004), SmartKom (Wahlster 2003, Wahlster et al. 2001, SmartKom 2004) and MIAMM (Reithinger et al. 2002, MIAMM 2004) all use an XML-based method of semantic representation. XML (eXtensible Markup Language) (W3C 2004) was originally designed for use in large-scale electronic publishing, but is now used extensively in the exchange of data via the web. Any programming language can be used to manipulate data in XML, and a large amount of middleware exists for managing data in XML format. It is common that a derivative of XML is used for semantic representation. For example, SmartKom uses an XML-based mark-up language, M3L (MultiModal Markup Language), to semantically represent information passed between the various components of the platform. Similarly, the exchange of information within MIAMM is facilitated through MMIL (Multi-Modal Interface Language), which is also based on XML. AESOPWORLD (Okada 1996), CHAMELEON (Brøndsted et al. 1998, 2001), COLLAGEN (Rich & Sidner 1997), DARBS (Choy et al. 2004, Nolle et al. 2001), the DARPA Galaxy Communicator (Bayer et al. 2001), INTERACT  (Waibel et al. 1996), Oxygen (2004), Spoken Image/SONAS (Ó Nualláin et al. 1994, Ó Nualláin & Smith 1994, Kelleher et al. 2000), WAXHOLM (Carlson & Granström 1996) and Ymir (Thórisson  1999)  utilise frames. Frames, first introduced by Minsky (1975), are based on human memory and the idea that when humans meet a new problem they select an existing frame (a remembered framework) that can be adapted to fit the new situation. COLLAGEN introduces the concept of a SharedPlan to represent the common goal of a user and a collaborative agent, and uses Sidner’s (1994) artificial discourse language as the internal representation for user and agent communication acts.
With respect to semantic storage a blackboard was implemented in DARBS, the DARPA Galaxy Communicator, CHAMELEON, Psyclone, SmartKom, Spoken Image/SONAS and Ymir. The DARPA Galaxy Communicator consists of a distributed hub-and-spoke architecture, with communication facilitated via message-passing. The blackboard implemented in CHAMELEON is used to keep track of interactions over time, through representation of semantics using frames. The system consists of ten modules, mostly programmed in C and C++, which are glued together by the DACS communications system. Communication between modules is achieved by exchanging semantic representations, in the form of frames, between themselves or the blackboard. An initial prototype application for CHAMELEON is the IntelliMedia WorkBench (Brøndsted et al. 2001), where the user can ask the system for directions (using speech and pointing gestures) to various offices within a building. Ymir is a computational model for creating autonomous creatures capable of human-like communication with real users. Ymir represents a distributed, modular approach that bridges between multimodal perception, decision and action in a coherent framework. There are three main blackboards implemented in Ymir, and communication is achieved via message passing. Psyclone introduces the concept of a ‘Whiteboard’, which is essentially a blackboard that is capable of handling media streams. Psyclone allows software to be easily distributed across multiple machines and enables communication management using rich messages - formatted in XML. Non-blackboard models are implemented in AESOPWORLD, COLLAGEN, EMBASSI, INTERACT, WAXHOLM, MIAMM and Oxygen. For example, EMBASSI has a highly distributed architecture consisting of many independent components. 
With respect to decision-making, the rule-based method was the most popular form of reasoning. However, there is significant interest in using other Artificial Intelligence techniques to assist decision-making in multimodal platforms. For example, the DARBS distributed blackboard system consists of rule based, neural network and genetic algorithm knowledge sources operating in parallel to solve a problem, such as controlling plasma deposition processes. Although COLLAGEN provides a framework for communicating and recording decisions between the user and an agent, it does not provide a method of decision-making – this is left to the discretion of the developer.
3. Project Proposal
The proposed project is the design and implementation of MediaHub - an intelligent multimedia distributed hub for the fusion and synchronisation of language and vision data. A schematic for MediaHub is shown in Figure 3.1.



The key components of MediaHub are the Dialogue Manager (DM), the Semantic Representation Database (SRDB) and the Decision-Making Module (DMM). The role of the DM is to facilitate the interactions between all components of the platform. It will act as a blackboard module, with all communication between components achieved via the DM. The DM will also be responsible for the synchronisation of the multimodal inputs and outputs. During the testing of MediaHub an existing multimodal platform, such as CONFUCIUS (Ma & Mc Kevitt 2003), will be used to perform the processing of the multimodal input and output. The SRDB in MediaHub will use an XML-based method of semantic representation. XML has been chosen due to its widespread use in the area of knowledge and semantic representation in intelligent multimedia. The Decision-Making Module (DMM) will employ an Artificial Intelligence (AI) technique to provide decision-making on language and vision data. Bayesian Networks and CPNs (Causal Probabilistic Networks) will be investigated, to determine if they will be suitable for decision-making. It may also be possible to use other techniques such as Fuzzy Logic, Neural Networks, Genetic Algorithms or a combination of techniques to provide this functionality. The potential for these methods of decision-making under uncertainty will be investigated further before a definitive decision is made on the design of the DMM.
3.1 Software Analysis and Prospective Tools

Several implementations of XML could be used by the SRDB. Initially, XHTML + Voice (XHTML + Voice 2004, IBM X + V 2004) may be a suitable choice, since it combines the vision capabilities of XHTML and the speech capabilities of VoiceXML. Other XML-based languages such as the Synchronised Multimedia Integration Language (SMIL) (Rutledge 2001, Rutledge & Schmitz 2001, SMIL 2004a, 2004b) and MMIL, as used in MIAMM (Reithinger et al. 2002, MIAMM 2004), will also be considered. The HUGIN software tool (HUGIN 2004), a tool implementing Bayesian Networks as CPNs, will be investigated. Other software tools for implementing Fuzzy Logic, Neural Networks and Genetic Algorithms may also be utilised.
4. Comparison to Other Work

Table A.1 in Appendix A compares MediaHub to the hub of other existing platforms. In the table, platform characteristics are listed, with a tick (√) indicating if the characteristics are present for each of the platforms. As shown in the table, INTERACT (Waibel et al. 1996) uses neural networks, while DARBS (Choy et al. 2004, Nolle et al. 2001) implements a combination of rule based, neural network and genetic algorithm techniques for decision-making. As illustrated, MediaHub, like Psyclone and SmartKom, will implement a blackboard model and will use an XML-based method of semantic representation. MediaHub will improve on the capabilities of Psyclone and SmartKom by implementing a new technique for decision-making - possibly Bayesian networks, CPNs or other techniques such as fuzzy logic, genetic algorithms or neural networks. It may also be possible to use a combination of these techniques.
5. Project Schedule

Table B.1 in Appendix B outlines the plan of work for the completion of this project, together with an indication of the expected completion date for each of the tasks.

6. Conclusion

At this initial stage of the project, the focus has been on investigating in the area of distributed computing for intelligent multimedia. The objectives of MediaHub, in providing a distributed hub for the fusion and synchronisation of language and vision data, have been defined. A review of various existing distributed systems and multimodal platforms has given an insight into the recent advancements and achievements in intelligent multimedia distributed computing. Due consideration was also given to the various existing methods of multimodal semantic representation, storage and decision-making, which will be of critical importance in the development of MediaHub. A potential unique contribution of MediaHub has been identified, in providing a new method of decision-making. The effectiveness of MediaHub will be tested within an existing multimodal platform, such as CONFUCIUS. Although only a snapshot of the current research could be presented in this report, it is hoped that it provides a concise summary of the motivation for, and future direction of, the development of MediaHub.
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Appendix A: Comparison of Intelligent Multimodal Platforms
	Category

	System

	Year
	Semantic Representation
	Semantic Storage
	Decision-making
(Fusion and Synchronisation)
	Multimodal Interaction

	
	
	
	Frames
	XML
	BB
	Non BB
	Bayesian Networks / CPNs
	Fuzzy Logic
	Genetic Algorithms
	Neural Networks
	Rule Based
	Input Media
	Output Media

	
	
	
	
	
	
	
	
	
	
	
	
	Text
	Speech
	Gesture
	Vision
	Text
	Speech
	Gesture
	Graphics

	Intelligent Multimodal Platforms
	WAXHOLM
	1992
	√
	
	
	√
	
	
	
	
	√
	
	√
	
	
	√
	√
	√
	√

	
	Spoken Image / SONAS
	1994
	√
	
	√
	
	
	
	
	
	√
	√
	√
	√
	
	
	
	
	√

	
	AESOPWORLD
	1996
	√
	
	
	√
	
	
	
	
	√
	
	√
	
	√
	
	√
	
	√

	
	COLLAGEN
	1996
	√
	
	
	√
	N/A
	√
	√
	
	
	√
	√
	√
	

	
	INTERACT
	1996
	√
	
	
	√
	
	
	
	√
	
	√
	√
	√
	√
	
	
	
	

	
	Ymir
	1997
	√
	
	√
	
	
	
	
	
	√
	
	√
	√
	√
	
	√
	√
	√

	
	CHAMELEON
	1998
	√
	
	√
	
	
	
	
	
	√
	√
	√
	√
	√
	
	√
	
	

	
	Oxygen
	1999
	√
	
	
	√
	
	
	
	
	√
	
	√
	√
	√
	√
	√
	√
	√

	
	SmartKom
	2000
	
	√
	√
	
	
	
	
	
	√
	√
	√
	√
	√
	√
	√
	
	√

	
	DARBS
	2001
	√
	
	√
	
	
	
	√
	√
	√
	√
	√
	
	
	√
	√
	
	

	
	DARPA Galaxy Communicator
	2001
	√
	
	√
	
	
	
	
	
	√
	
	√
	
	
	
	√
	
	

	
	EMBASSI
	2001
	
	√
	
	√
	
	
	
	
	√
	
	√
	√
	√
	
	√
	√
	

	
	MIAMM
	2001
	
	√
	
	√
	
	
	
	
	√
	
	√
	√
	√
	√
	√
	
	√

	
	Psyclone
	2003
	
	√
	√
	
	
	
	
	
	√
	√
	√
	
	√
	√
	√
	
	√

	This Project
	MediaHub
	
	
	√
	√
	
	√ ?
	√
	√
	√
	√
	√
	√
	√
	√


Table A.1: Comparison of Intelligent Multimodal Platforms
Appendix B: Project schedule

	Research Activities
	Year 1
	
	
	Year 2
	
	
	Year 3
	
	

	
	Oct ’04 -Jan 05
	Feb ’05 -May ‘05
	June ’05 -Sept ‘05
	Oct ’05 -

Jan ‘06
	Feb ’06 -

May ‘06
	June ’06 -Sept ‘06
	Oct ’06 -

Jan ‘07
	Feb ’07 - May ‘07
	June ’07 - Sept ‘07

	Literature survey 
	 
	 
	 
	
	 
	 
	 
	 
	 

	Writing Chapter 2 ‘Literature Review’ 
	 
	 
	 
	
	 
	 
	 
	 
	 

	Analysis and selection of tools 
	 
	 
	 
	
	 
	 
	 
	 
	 

	Analysis of Semantic Representation Languages (e.g., XML, SMIL, X + V)
	 
	 
	 
	
	 
	 
	 
	 
	 

	Analysis of suitable programming languages (e.g. Java, C, C++)
	 
	 
	 
	
	 
	 
	 
	 
	 


	Review of AI techniques & other reusable system components 

(e.g. FL, NNs, GAs,  Bayesian Networks) 
	 
	 
	 
	
	 
	 
	 
	 
	 

	Design of MediaHub 
	 
	 
	 
	
	 
	 
	 
	 
	 

	Architecture implementation
	 
	 
	 
	
	 
	 
	 
	 
	 

	Develop Semantic Representation Database
	
	
	
	
	
	
	
	
	

	Implement AI technique for decision-making (e.g. FL, NNs, GAs,  Bayesian Networks e.g. CPNs)
	
	
	
	
	
	
	
	
	

	Develop a prototype application for MediaHub
	
	
	
	
	
	
	
	
	

	Integration and testing 
	 
	 
	 
	
	 
	 
	 
	 
	 

	Improving system
	
	
	
	
	
	
	
	
	

	Write up PhD thesis 
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Figure 3.1: Basic architecture of MediaHub
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