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Abstract

Location aware computing has become an important area in the field of telecommunications due to the large increase in the number of mobile communications devices. A need has arisen to calculate the position of these devices in all environments.  Indoors, this challenge has yet to be overcome as the success of satellite positioning outdoors has not been repeated indoors. Using 802.11 Wi-Fi signals is an attractive and reasonably affordable option for dealing with this problem of widespread tracking in an indoor environment. However, current systems cannot provide continuous real time tracking of a moving target and lose accuracy when signal coverage is poor. This is due to the underlying characteristics of radio waves (i.e. multipath effects) and due to infrastructural requirements. 

It is these problems that HABITS (History Aware Based Indoor Tracking System) attempts to overcome with the creation of a system that probabilistically learns the movement patterns of a person and uses this knowledge to intelligently predict where the person will go. HABITS models human movement patterns by applying a discrete Bayesian filter to predict the areas that will, or will not, be visited in the future.  This thesis discusses the HABITS model and implementation which aim to overcome weaknesses in existing Real Time Location Systems (RTLS) by using the human approach of making educated guesses about future location.  The hypothesis of this thesis is that knowledge of people’s historical movement habits facilitates prediction by computational means, of their future locations in the short, medium and long term.   The primary research question is whether the tracking capabilities of existing RTLS can be improved automatically by knowledge of previous movement and by the application of a combination of artificial intelligence approaches.  The HABITS model is designed to be generic and to operate on top of any RTLS, however the implementation described in this thesis uses the 802.11 Wi-Fi Ekahau RTLS.

Results show that HABITS improves on the standard Ekahau RTLS in term of accuracy (overcoming black spots), yield (giving position fixes when Ekahau cannot), cost (less APs are required than are recommended by Ekahau) and prediction (short term predictions are available from HABITS). These are features that no other indoor tracking system currently provides. Testing of HABITS shows that it gives comparable levels of accuracy to those achieved by doubling the number of access points. It is twice as accurate as existing systems in dealing with signal black spots and it can predict the final destination of a person within the test environment almost 80% of the time.  Numerous potential applications of HABITS exist ranging from healthcare and security to logistics and building automation.
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Knowledge of the location of people and things has always been a valuable commodity.  The sudden increase of new localisation devices and techniques has brought wireless device tracking out of the experimental stage and into the wider world.  Outdoors, satellite positioning, most notably the Global Positioning System (GPS), has solved many of the problems that plague existing localisation systems. These problems relate to achieving high accuracy levels, fast update times (latency) and the ability to work in all areas (yield). Technology like GPS, originally developed for military purposes, has completely changed the fields of navigation and logistics (asset management).  The use of positioning tools is no longer the sole domain of technical experts and is being employed by people for non-critical tasks such as finding a friend or measuring the distance of a training run.

Despite the success of satellite tracking technologies, weaknesses do exist (Kaplan and Hegarty, 2006). The principal weakness is poor performance in indoor environments due to line of sight problems. Whilst differential GPS works indoors for some applications, in general, other solutions are required to localise in an indoor environment. This operational weakness has compounded the need for separate systems with the ability to track indoors to a satisfactory degree of accuracy.  A number of Real Time Locating Systems (RTLS) exist in both the research and commercial worlds, with commercial implementations becoming much more advanced over the last 5 years.  

To achieve tracking a fixed frame of reference is normally required and a number of waypoints need to be established. These enable calculation of the location of the device to be tracked in relation to the waypoints.  In satellite positioning, the satellites themselves provide these waypoints, their position relative to each other and relative to the ground is known, and hence the location of an unknown device can be calculated relative to these.  The same principle is applied in the majority of positioning systems.  Problems arise when these reference points are few in number, or those that are there do not have a clear line of sight to the object being tracked. One of the reasons for the success of satellite positioning is that generally there is nothing of substance between the satellites (waypoints) and the person or object being tracked.  

Consider the example of a sailor who is using a lighthouse as a waypoint for navigation but the lighthouse cannot be seen due to an obstacle such as a mountain in the way. In that case the lighthouse is unusable as a reference point. With indoor positioning a similar problem exists.  If accurate distance, angle or signal strength to a point cannot be established then localisation will be difficult or impossible. Occlusion, attenuation, reflection and refraction are the cause of many errors in RTLS.  Often these problems leave it extremely difficult or impossible to establish location accurately.

For these reasons, intelligent techniques and ‘tricks’ are utilised in an effort to improve performance of the RTLS. In some cases such as Assisted GPS, these have significantly improved positioning accuracy and yield (Djuknic and Richton, 2002). However, the improvements are accompanied by drawbacks in terms of time and cost.  Whilst no solution works perfectly in all environments, almost anything can be tracked, within reason, to any desired resolution if adequate resources are available. These resources can be quantified in terms of financial cost and vastly reduce the scalability of the RTLS.  Innovative methods are required to improve accuracy levels and to allow positioning to be achieved for a reasonable cost in terms of time and infrastructure.

If the knowledge of the location of a person or thing is a valuable commodity, then knowledge of the future location is doubly so. Information relating to where a person will be at some time in the future enables actions to be taken. The application of such knowledge could be far reaching.  Fields where this is applicable range from logistical and social to environmental and entertainment. 100% accuracy in prediction is unattainable, however, scientific methods have enabled educated guesses to be made with a high degree of accuracy given certain conditions.

As humans we make future location predictions all the time.  Consider the following scenario.  If a parent knows that their child returns from school every day at approximately the same time, then they can make a prediction that tomorrow the child will arrive home at around the same time, all else being equal.  Knowing that this is likely to happen, the parent can take action armed with this information. They can cook dinner, starting it at an earlier time, so that it is ready at approximately the same time as the child returns from school.  The parent has no proof that the child will be home at that time, but has enough evidence to make a prediction that this will be the case.  Having made the prediction, action is taken by cooking the dinner.  If the prediction is correct, then the parent is rewarded by time saved.  While this is not the optimal situation, the consequences of an incorrect prediction are not always severe. A prediction in this case, if correct had a positive outcome and if incorrect had no or only insignificant consequences.

Making predictions in this way is a very human skill which can be problematic to teach a machine to imitate. In general, computers are logical machines, working off the if-then-else principle; if A, then do B, else do C.  Enabling computers to make their own decisions can require a framework similar (conceptually) to teaching a child. Learning in this way usually needs a long series of instructions of the form of, if this, do that, or if this often, do that often.  Concepts like ‘often’, ‘rarely’ and ‘sometimes’ confuse machines and children but when they can employ them automatically they enable decisions to be made, normally requiring human or adult input.

The area of making predictions of future location of people is under researched.  Road traffic management is one of the few areas where this has received significant attention (Krumm and Horovitz, 2005; Simmons et al., 2006; Froehlich and Krumm, 2008). It has been researched in this area due to the major problems of traffic congestion which happen daily in cities around the world. Information regarding future traffic patterns is valuable and may be sold which in turn has driven innovation in this area.  The recent proliferation of mobile communications devices facilitates tracking and analysis of large groups of people. Where available, this data is being mined, searching for patterns and trends which facilitate prediction.

Predictions of future movement indoors are even more sparsely researched.  The Smart Doorplate project (Trumler et al., 2003) and the Augsburg location trials (Petzold, 2004) are among the leading attempts to tackle this challenging area. Other research in this area have made use of different Machine Learning techniques. Neural Networks (NN) (Vintan et al., 2004) and Hidden Markov models (HMM) (Gellert and Vintan, 2006) have been applied with some success to compute where people will go next.  In the field of robotics, artificial intelligence techniques are applied to make predictions of next location, generally to try and improve upon the accuracy of existing estimates.   Widely used techniques such as the Kalman and Particle filters (Fox et al., 2003) are probabilistic approaches to making educated guesses of the future given relevant information.  
[bookmark: _Toc307167729]Thesis Hypothesis 
HABITS (History Aware Based Indoor Tracking System) focuses on overcoming weaknesses in existing RTLS by making educated guesses about humans’ future locations.  Thesis hypothesis: 

Knowledge of people’s historical movement habits facilitates prediction by computational means, of their future locations in the short term and enables suggestions of medium and long term behaviour patterns.  

The research questions that are foremost are whether the tracking capabilities of existing RTLS can be improved automatically by knowledge of historical movement and by the application of a combination of artificial intelligence approaches. Also, can this approach enable intelligent prediction of future locations?

The objectives of this thesis are: 
· To investigate the State of the Art (SoA) in localisation systems, specifically for an indoor environment and in doing so identify weaknesses where further research is required. 
· To investigate the SoA in methods of next location prediction using artificial intelligence. 
· To explain the development of a model of HABITS in theoretical terms. 
· To implement HABITS in a specific test case technology, 802.11 Wi-Fi and to test and evaluate HABITS.

There are three key assumptions that limit the scope of this work.  First, this research is designed to be applied in locations where people follow habitual movement patterns.  An office environment is an example of this.  There are no claims about this work in other contexts.  Second, each subject to be tracked is required to carry some form of tracking tag with them at all times. Whilst this work uses 802.11 Wi-Fi tags, other types of tags could be utilised, such as ID badges or mobile phones. Tracking without tags, whilst possible, has not been considered. Third, some form of third party tracking system like Ekahau must be operational within the test area.  

This thesis proposes a model namely, HABITS, which boosts the Accuracy, Yield and Latency of third party Real Time Locating Systems (RTLS). This is achieved by the use of Artificial Intelligence (AI) techniques such as a discrete Bayesian filter as opposed to the standard improvement techniques of adding significantly more positioning infrastructure. HABITS enables predictions of next location to be made from the data available from a third party RTLS. Testing and validation of the HABITS model in an 802.11 Wi-Fi test case is described in detail. 
[bookmark: _Toc307167730]Outline of this thesis
This thesis is organised into seven chapters.  Chapter 2 provides a SoA review in the area of localisation and discusses the various metrics for evaluating localisation.  The various techniques and technologies for localisation are outlined under the headings of ‘Wide’ and ‘Local’ area positioning, essentially outdoor and indoor positioning respectively.  Comparisons of the leading methods of both are included along with an overview of 802.11 Wi-Fi positioning in an indoor environment, which is the test bed technology for this research.

Chapter 3 reviews predictive Artificial Intelligence methods, in particular those which are used for prediction of future locations.  Machine learning and data mining are introduced, leading into probabilistic methods used for prediction.  Bayesian approaches are discussed as they are among the most successful for prediction, especially in the field of robotics.  Bayesian filters ranging from Kalman and Particle to Multiple Hypothesis Tracking (MHT) and Topological filters are detailed.  Deterministic and stochastic processes are outlined, leading onto topological mapping and the associated matrices used in graphical mapping.  The latter half of the chapter discusses predictive tracking. Prediction by means of GPS data on road traffic constitutes the largest area of research available.  Research on pedestrian movements outdoors is also discussed. The limited existing work on indoor location prediction are reviewed, particularly the work of Gellert and Vintan (2006) on Neural Networks and Hidden Markov models.  This chapter concludes with a discussion of the relatively new field of ‘Reality Mining’ of mobile phone records to discover patterns in human movement (Eagle and Pentland, 2006).

Chapter 4 discusses our proposal for a HABITS model.  The approach of using historical movement patterns as a means of predicting next location is theoretically described as the HABITS model. HABITS is a collection of techniques which are inspired by other areas. This new model for learning movement history is described along with an original approach for predicting future locations.  HABITS is described in terms of the mathematical theory of a discrete Bayesian filter which it utilises.  This description details how it to be applied to any existing tracking system to improve it and give it an element of prediction.  This chapter discusses in detail the stages and processes involved in HABITS.  It describes how to implement an underlying system to gather habitual data, how to process the data and how to make predictions from it.

In chapter 5 the implementation of HABITS for an 802.11 Wi-Fi tracking test case is described.  The specific set up of the test bed system, the Ekahau RTLS, is described in detail.  The key ideas of a connected graph containing ‘wait’ and ‘transition’ nodes are outlined along with the matrices that HABITS employs. The concept of ‘preferred paths’ is also described, which enables medium and long term suggestions about behaviour to be made by HABITS.  This chapter concludes with a worked example of HABITS in operation.

The testing and evaluation of HABITS is discussed in Chapter 6.  It begins with a description of the test environment and an analysis of the true performance of the test bed system. This is performed to determine the true accuracy and latency of Ekahau and to establish ground truth against which HABITS can be evaluated appropriately.  A description of the experimental set up and methods used to gather the historical movement data and test the predictions is detailed.  The results are analysed to determine if HABITS improves upon the performance of the market leading system, Ekahau.  In addition to these improvements the previously unattainable predictions in the short, medium and long term are tested and evaluated.  An analysis of how these predictions are applied to the problem of signal black spots, along with various improvements and savings as a result of HABITS is completed.  These results test the hypothesis of this thesis.

Chapter 7 discusses the conclusion and future work.  The findings of this work are summarised and results compared to other work in the field. Potential future work that has been revealed as a result of this research is outlined. Useful applications of HABITS are proposed including building automation and security systems. Shortcomings of this work are acknowledged and its significance is evaluated. 



[bookmark: _Toc296691785][bookmark: _Toc307167731]Localisation

This chapter focuses on the area of localisation. It discusses what is necessary to perform localisation, why we need localisation and key available systems. Details are given on why indoor positioning is different to positioning outdoors. The problems associated with indoor positioning are outlined and specific systems are investigated using various technologies. Wi-Fi positioning in an indoor environment is described along with the advantages and disadvantages of such an approach.  Special attention is paid to signal attenuation issues and the weaknesses of systems subject to these are outlined along with current fixes.  The reason why different approaches from those currently employed are necessary is also described.

Knowledge of the location or position of an object has always been valuable information.  Since man first walked upon this planet, we have been interested in where things are. The location of food, of your family and of enemies has always been necessary information for survival.  Humans are equipped with an excellent set of sensors to calculate location.  Sight, sound and touch allow our brains to automatically estimate our position, but doing so beyond the range of our senses and in unfamiliar places poses a challenge.  Doing this artificially, using technology, is an even greater challenge but is one that mankind has set about tackling with enthusiasm and ingenuity. 

In order to determine position location a number of elements must normally be present.  A set of known reference points or landmarks must first be established.  Knowledge of these combined with sensing ability enables the location of an unknown entity to be calculated. The position of the sun, the stars and familiar landmarks such as mountains were initially used as reference points. Couple these with our eyesight and locations could be calculated. Today, thanks to the technological advances of the last 100 years, a myriad of different approaches may be used to calculate position.  

“Positioning is a process to obtain the spatial position of a target” (Kupper, 2005, p. 123).  Any positioning system has at its core the measurement of a number of observable parameters.  These include angles, velocity, ranges and range differences.  These parameters measure the spatial relationship between some known fixed point and the target position to be determined. A positioning system can be classified as radio-location or non-radiolocation, e.g. acoustic, optical.  Position is determined by various methods including Angulation, Lateration, Dead Reckoning and Pattern Matching (Hightower and Borriello, 2001).

For a positioning system to be implemented, various hardware and software components are needed.  These physical infrastructures (Figure 2.1) contain components such as Base Stations (BS) and Terminal Devices (TD), also known as tags.  The base stations may be Satellites, GSM towers or 802.11 Wi-Fi Access points.  The tags are usually small mobile pieces of hardware like a mobile phone, Wi-Fi enabled tag, laptop, Personal Digital Assistant (PDA) or a handheld Global Positioning System (GPS) receiver. Other important elements of positioning systems include a Positioning Engine which is made up of a Geographical Information System (GIS) database, server and/or control unit and various protocols applied between the control units and the BS and between the BS and the tags.
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[bookmark: _Toc307167605]Figure 2.1 Positioning Infrastructures (Kupper, 2005, p124)

In order to evaluate positioning systems a number of metrics (Kupper, 2005) are often applied such as:
· Accuracy and precision: Accuracy is concerned with the closeness of position fix to the true (but unknown) position. Precision deals with the closeness of a number of position fixes to their mean value.
· Yield and Consistency: Yield is the ability to get position fixes in all environments. Consistency is the stability of the accuracy in different environments.
· Overhead:  This occurs in the terminal device, in the infrastructure and in the air interface.  A number of types of overhead exist.  Computational overhead is concerned with the power required for processing the databases and the network.  Signal overhead occurs in the air and relates to the number of messages that need to be sent back and forth.  Overhead needs to be taken into account when considering accuracy and precision.  Generally high accuracy leads to high overhead.  
· Power Consumption: This is a factor at the terminal device where battery life needs to be taken into account.  Usually high overhead leads to high power consumption.
· Latency:  This is the time delay between each position fix.  Time To First Fix (TTFF) depends on the type of system used.  A high TTFF is often a factor in the popularity of positioning systems with everyday users.
· Roll-out and operating costs: Roll-out costs are the costs involved with setting up the infrastructure.  Operating costs depend on the complexity of the infrastructure.  Indoor systems often have relatively low or no operating costs. Outdoor systems such as Satellite systems have very high operating costs.

The process of positioning may be conducted in numerous ways.  The underlying infrastructure, methods and technologies vary depending on the metrics previously discussed and on the application for which positioning is required. A positioning infrastructure may be classified in numerous ways depending on its original purpose and where the processing is conducted. These classifications are described next.  

Integrated positioning infrastructures (Kupper, 2005) are those whose primary function is not positioning.  The infrastructure is commonly some form of wireless network with a key purpose of communication.  The positioning software runs on top of the standard communications hardware.  A cellular network is an example of this.  The base stations (cell towers) and terminal devices (mobile phones) can facilitate positioning although it is not their primary function.  An advantage of this type of approach where roll-out and operating costs are part of the communications setup and do not need to be replicated (Hightower and Borriello, 2001). Disadvantages include the extra traffic produced by the positioning network (Kolodziej and Hjelm, 2006). In addition, because the hardware and software protocols used for communication were not originally designed for positioning, it can be difficult to integrate a positioning system with them.  Despite these disadvantages, using an integrated positioning infrastructure is a more economically viable solution. 

Where an existing usable infrastructure does not exist, a new standalone one must be set up. Standalone positioning infrastructures operate independently of the communications networks.  They use their own base stations and terminal devices.  Examples include GPS satellites which are only used for positioning.  In an indoor environment, systems using ultrasound or infrared are sometimes set up in locations such as airports.  A number of disadvantages including high roll-out and operating costs and the need for non-standard mobile devices (Werb and Lanzl, 2002).  Also, communication between the positioning systems and the communications network requires separate interfaces to be designed.  Advantages include more straightforward design and less competition for bandwidth from the communications network.

Positioning infrastructures may also be classified as terminal or network based.  This refers to where the actual position fix is conducted.  In terminal based positioning systems, all the positioning (measurement, calculations and mapping) is conducted on the mobile device.  For network based positioning systems, all the measurements and calculations are conducted by the network.  For both of these options, the “position fix” is sent on to the network or back to the mobile device.  A third option exists where the measurements are taken by the terminal device and then uploaded to the network for processing which is known as terminal assisted (Gu et al., 2009). The type of positioning infrastructure used, depends on the type of Location Based Service (LBS) (Schiller and Voisard, 2004) it is required for.  If further processing of the data is to be conducted at the target location, e.g. on a laptop, then the terminal-based approach may make most sense.  However, with the network based approach, upgrades to the system can be conducted without the need for new terminal devices such as phones.  

The type of infrastructure chosen depends on factors such as budget available, existing infrastructure, accuracy required and where the processing is to take place. It must be noted that almost any object can be tracked to any desired accuracy if enough money is available.  While the United States Department of Defence may have a very large budget and can afford to lunch satellites into space (GPS), most organisations want as inexpensive a solution as possible.

[bookmark: _Toc201737262][bookmark: _Toc296691786][bookmark: _Toc307167732]Positioning Methods
This section explains the most commonly used methods to calculate the unknown position of a target. Proximity Sensing is the simplest method of positioning within a network and it makes use of the limited range of the signal on a mobile device.  The position of whichever Base Station (BS) the Mobile Device (MD) connects to is considered to be the position of the mobile device.  This approach is suitable when high levels of accuracy are not required or when general location is required quickly, e.g. the location of a mobile phone as given by the nearest cell tower for the purposes of call handoff (Drane et al., 2002). The major weakness of this approach is that accuracy is limited to the distance between base stations and that a device may not always connect to the nearest base station due to signal attenuation issues.

Lateration (Roxin et al., 2008) is the range or range differences between the mobile device and at least three base stations.  The target’s position is then calculated by a number of non-linear equations.  For three base stations it is known as trilateration. If range measurements are used a method known “circular lateration” is used. “Hyperbolic lateration” is used when range differences are known. A certain error is always involved in both these methods and a range of values are given as the results called “pseudo ranges”. When three base stations are known along with their ranges to the target, the coordinates of the unknown target can be calculated. From Pythagoras’ Theorem, in 2D:

	ri = √(xi – x)2 + (yi – y)2
	(1)



(xi , yi) the known coordinates of the ith base station.
(x, y) the target’s unknown coordinates to be derived.
(ri) range

In 3D, similar calculation to 2D, but uses spheres instead of circles. Formula given in (2). 

	ri = √(xi – x)2 + (yi – y)2 + (zi – z)2

	(2)


where z and zi represent the altitude of the target and the ith base station.  Other formulae are used to calculate the error of these methods (Kupper, 2005).

Hyperbolic Lateration (Time Difference of Arrival TDoA) uses range differences. Kupper (2005,  p. 136) describes a hyperbola, “A hyperbola is defined to be the set of all points for which the difference in the range to two fixed points is constant”. 
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[bookmark: _Toc307167606]Figure 2.2: Hyperbolic Lateration (a) 2 base stations (b) 3 base stations (Kupper, 2005, p136)  
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With two base stations (BS) available, calculating the range differences to the target gives the situation represented in Figure 2.2 (a).  The target could lie anywhere along the hyperbola.  If the range differences between two other base stations are used, i.e. 1 and 3, then a second hyperbola can be drawn as shown in Figure 2.2 (b).  The point of intersection of these 2 is given as the target position. Like circular lateration, an error is involved, but this can be smoothed by the use of a least squares fit (Gander et al., 1996). Lateration is suitable for surveying and is applied in satellite positioning systems with the difference in signal times from devices being used to calculate the range differences (distances). When acoustic signals (speed of sound) are used the scale may be a lot smaller and very high levels of accuracy are attainable as demonstrated in the BeepBeep system (Peng et al., 2007), however, if radio signals travelling at the speed of light are to be applied then the system works much better at greater distances (El-Rabbany, 2002). Global Navigation Satellite Systems (GNSS) satellites are positioned approx 20,200 km above the earth’s surface, meaning that the range distances to different satellites from a receiver on the earth’s surface are significantly different. This makes lateration suitable for GNSS.

Angulation (Kolodziej and Hjelm, 2006) is a method which uses prior knowledge of the BS locations.  The angles between the BS and the target are measured and trigonometric positioning calculations are conducted on these. This was one of the first techniques used for positioning with angles to stars and the sun being used to calculate latitude on the earth’s surface. In modern applications this may be conducted by the network or by the terminal but as an antenna-array is required to measure the angles it is usually performed by the network. With two BSs the signal’s angle of arrival with the mobile device is measured with the same axis on both BS.  Where the two lines intersect is determined to be the position of the target.  Elementary geometry can calculate the position of the target.  Munoz et al. (2009) detail a major weakness of angulation, that the base station and/or the terminal device needs to be able to measure the angles accurately, which normally prohibits its use in integrated positioning systems were the hardware is not specifically designed for this task. 

Dead Reckoning is a method used for centuries by sailors, it is an abbreviation for ‘deduced reckoning’, also referred to as inertial navigation. Basically a target’s current position can be calculated from knowledge of its previous position, its speed and its direction of travel. Position estimate (x1, y1) can be calculated from (3):

	x1 = x0 +L cos α  ,  y1 = y0 + L sin α

	(3)


Distance L can be calculated from velocity v of target and travel time Δt as given in (4):

	L = v Δt

	(4)


Dead reckoning is always used along with other technologies when they fail, e.g. when a ship is in heavy fog or when a number of BSs cannot be seen, i.e. there is no Line Of Sight (LOS).  Currently, accelerometers, gyroscopes and odometers are used to calculate speed, direction and distance respectively.  GPS uses a form of dead reckoning in car navigation, e.g. when a car enters a tunnel (Obradovic et al., 2006). Dead reckoning’s main drawbacks are that it only works for movement in a straight line direction and accuracy is inversely proportional to the distance. Further information on applying dead reckoning techniques to indoor positioning systems is given by Beauregard and Haas (2006).

Hybrid Approaches - Many of these positioning methods, when used alone, give levels of accuracy which are insufficient for all application areas.  Accuracy standards have been imposed by the US (Geospatial Positioning Accuracy Standards, 2005) and EU which push the use of a number of methods to supplement one another.  An example of this is the use of dead reckoning along with GPS (Ochieng et al., 2003) or indoor WLAN positioning (Evennou et al., 2005) to increase the accuracy of the detected position. As of 2010, the general consensus of opinion is that a hybrid approach is necessary to make positioning systems as accurate and scalable as possible.
[bookmark: _Toc296691787][bookmark: _Toc307167733]Locating with wide area coverage
A wide variety of technologies exist to carry out localisation in a wide area (Kupper, 2005). Wide area coverage is where positioning needs to take place across areas ranging from the size of a city block to across national borders. Local area coverage on the other hand usually deals with movement from room to room or from building to building in a specifically defined area like a university campus. Depending on the specific application and whether indoors or outdoors is required different approaches may be taken.  Table 2.1 lists the desired accuracy levels required for various applications. The accuracy required dictates the approach used.

[bookmark: _Toc307167542]Table 2.1: Accuracy Requirements of specific RTLS applications (Malik, 2009)

	Application
	Desired Accuracy

	Automated Handling
	0.5 cm

	Route guidance for blind
	1 cm

	In-building survey
	1 cm

	Tool positioning
	1 cm

	In-building robot guidance
	8 cm

	Formation flying
	10 cm

	Exhibit commentary (in a museum)
	1 m

	Pedestrian route guidance
	1 m

	Vehicle route guidance
	1 m

	Precision landing
	1 m

	Firefighter locating
	1 m to 3 m

	Train, airplane, or bus information
	30 m

	Social Networking
	3m to 100m



As shown, the accuracy required for tool positioning is much greater than that for social networking applications. Accuracy of technologies can range from a few cm to 200 m. Other factors, such as use underground or in water may also need to be considered when choosing the correct Real Time Locating System (RTLS) for a specific application.

Following in the next section is a discussion of the leading technologies for wide area coverage and their weaknesses are considered.  This is followed by a look at the leading local area positioning technologies, specifically 802.11 Wi-Fi positioning.
[bookmark: _Toc296691788][bookmark: _Toc307167734]Satellite Positioning
Arguably the most successful form of wide area localisation is that using satellites. A constellation of satellites, very high above the earth’s surface (~ 20,200 km) can cover the whole surface of the planet. The most ubiquitous of these is the American Global Positioning System (GPS) (Kaplan and Hegarty, 2006). Others include the Russian Global Navigation Satellite System (GLONASS) (Langley, 1997) and the European Space Agency (ESA) Galileo systems (Peng, 2008).   These systems are usually terminal based but may be used in networked based mode by the military for espionage. This technology has revolutionised navigation, fleet management and many other applications (Gleason and Gebre-Egziabher, 2009). Once the system is installed, position updates may be made for free with just the cost of the receiver being taken into account.  

The advantages are that they give almost global coverage (outdoors) and reasonable accuracy (< 10 M). The disadvantages include the following: (1) As the signals need a clear Line Of Sight (LOS) to at least 3 satellites to get a fix, they suffer from the shadowing effect, i.e. walls, mountains and other obstacles all block the signal (Kaplan and Hegarty, 2006). The signals from the satellites are very weak (approx -150 dBw) by the time they reach the Earth’s surface and as a result they will not pass through building material such as roofs.   For this reason standard satellite positioning systems do not work well, or at all, indoors; (2) High power overhead takes place at the terminal device; (3) Operation and Roll-out costs are exceptionally high.  As of 2006, it was estimated that the US Department of Defence has spent approx $8 billion on the GPS system while the EU’s Galileo system is expected to cost 20 billion euro by the time it is completed; (4) The life span of each of the satellites is only 5-7 years, after which they must be replaced; (5) They have a slow Time to First Fix (TtFF); (6) The signals may be subject to security issues such as spoofing, blocking or jamming. 

To overcome these major weaknesses, a number of methods have been developed. These technologies are known collectively as Improved GPS.  Indoor GPS (Wang et al., 2008) is a technique where a number of pseudolites (pseudo-satellite) are added which act like virtual satellites when those in the sky cannot be heard. Differential GPS (Milak, 2009) works by sending specific data to the GPS receiver which allows it to improve its accuracy level to close to the theoretical maximum. Information is broadcast for each area over radio band or cellular bands, which gives the device data on the atmospheric conditions, ephemeris error (positions of the satellites) and clock drift, all of which reduce the accuracy levels.  Assisted GPS is where GPS positioning is used in conjunction with other types of positioning such as cellular or Wi-Fi positioning  (Djuknic and Richton, 2002). A form of Assisted GPS is currently available on a number of smart phones.  This allows for faster position fixes using less power provided that the phone is within range of cell tower or Wi-Fi AP.
[bookmark: _Toc296691789][bookmark: _Toc307167735]Cellular Positioning
The widespread use of mobile phones has created an extensive network of radio signals which may be used for positioning. Cellular positioning systems work on the principle that networks such as GSM and UTMS can use various pieces of network information to locate a subscriber.  E911/E112 requirements (Geer, 2001) from the US/EU mean that a phone’s location can now be discovered to within 100 m in Europe and the United States. The fact that most adults in urban areas carry a mobile phone with them at all times and that a large portion of the earth’s habitable regions are covered with signals makes tracking these phones a very attractive option. Numerous applications exist which are suitable for this type of tracking. The location of an emergency caller is of great interest to the blue light services (police, ambulance, fire) (Porretta, 2008). For less serious reasons, the location of friends in your vicinity could be of interest to Geosocial networking applications such as Gowalla, Foursquare or Twitter (Scellato et al., 2010).

Mobile phone companies always know which cell tower a phone is connecting to and by using methods such as triangulation they can narrow down the location to less than 100m (Zandbergin 2009).  This accuracy level may be enough for some applications and is proportionally dependent on cell size with urban areas having a smaller size than rural ones.  Benefits of cellular tracking are that is an integrated positioning solution that works off the existing cell tower network therefore coverage is almost ubiquitous. In addition, a high percentage of people in the developed world carry a phone so therefore do not need to be tagged with another device (Drane, 2002).  

A number of weaknesses exist with this form of positioning (Kolodziej and Hjelm, 2006). Tracking is dependent on the carriers who charge for each position fix. Roaming users can lose their positioning ability when changing networks and they generate significant signalling overhead, especially if high accuracy is required.  This could be a problem in the future if many subscribers use them. Infrastructural costs may be high in the long term as cell towers need to be fixed or replaced.  While this type of positioning does work in an indoor environment, accuracy levels are too low to be of use in many applications.  These drawbacks mean that a need still exists for other positioning systems.
[bookmark: _Toc296691790][bookmark: _Toc307167736]Other wide area systems
A number of other methods work over a wide area and are worth considering. WiMax (Worldwide Interoperability for Microwave Access) is a method of transmitting broadband signals over a wide area in a way similar to cell tower operation. These WiMax signals can be used for positioning (Bshara et al., 2010) and have an advantage that they work over a large range, have a quick TtFF (Time to First Fix) and work with IP based devices such as PDAs. However, they suffer from similar drawbacks to cellular positioning systems in that their accuracy levels are low (approx 50-200 m) (Venkatachalam et al., 2009), they are dependent on carriers and there is not enough deployment of this technology outside of major urban areas to make it a feasible option.

TV (Rabinowitz and Spilker, 2005) and FM radio signals (Krumm at al., 2003) may also be used for positioning and have very good coverage levels but accuracy levels are poor and special signal monitors are required. Wide area positioning may also be performed using Wi-Fi signals. Two major companies, Skyhook and Navizon operate large databases of the locations of Wi-Fi access points.  These databases may be generated by the companies themselves or may be created by ‘crowd sourcing’, described by Lee et al. (2010), where the user themselves generate the data through a process known as ‘wardriving’. Wardriving involves driving around and passively listening for signals from access points and mapping the location with a GPS device.  This data is sent back to the host company which allows other users to try and estimate their location by looking for the same radio fingerprint as that previously recorded. This only works where databases of access points’ location exist, usually in large urban areas like cities.   



[bookmark: _Toc307167543]Table 2.2: Comparison table of Wide Area Positioning Systems

	System
	Approach
	Accuracy (and precision)
	Scale
	Cost
	Constraints

	GPS 
(Malik, 2009)
	RF TOA
	15 m
	Global
	High
	Does not work indoors

	Indoor GPS (Wang et al., 2008)
	RF TOA
	5-75 m
	Global
	High
	Requires pseudolites

	Differential GPS
(Malik, 2009)
	RF TOA plus correction updates
	3 – 5 m
	Global
	High
	Requires non standard receivers

	Assisted GPS (Djuknic and Richton, 2002)
	RF TOA plus other Wi-Fi or cellular
	<10 to >100 m
	Global
	High
	Requires cellular or Wi-Fi network connection

	Skyhook
(Skyhook Wireless, 2011)
	GPS, Wi-Fi and Cellular triangulation
	10 to 1000m dependent on available devices
	Depends on areas mapped – most urban
	Free
	Requires smart phone or PDA

	Navizon
(Lee et al., 2010)
	GPS, Wi-Fi and Cellular triangulation
	10 to 1000m dependent on available devices
	Depends on areas mapped – most urban
	Low
	Requires smart phone or PDA

	Rosum TV
(Malik, 2009)
	TDOA
	5 – 50m
	Coverage of TV signals
	Low
	Need for signal monitors, no standardisation

	RightSpot
(Krumm et al., 2003)
	RSS FM radio signals
	100m (80%)
	Dependent on calibrated area.
	Low
	Needs a high density of FM radio transmitters

	WiMax
(Bshara et al., 2010)
	RSSI, TDOA, RTT
	50-200 m
	Dependent on WiMax coverage
	Moderate
	Not enough deployment


[bookmark: _Toc296691791]
Accuracy levels from this are dependent on the density of access points and Skyhook Wireless (2011) reports accuracy of the order of 30 m. These types of databases give insufficient accuracy for use in indoor locations but may be used to pin point which building a person is in. Table 2.2 shows a comparison of local area positioning systems with details of approach, accuracy, scale, cost and note worthy constraints listed.
[bookmark: _Toc307167737]Local Area Coverage
The technologies discussed in the previous section are suitable when a large geographic area needs to be covered for tracking purposes. Many of those technologies that are suitable for wide area tracking are not suitable for tracking indoors or within a local area like a university campus or shopping centre. A different set of technologies are currently in use for local area coverage and higher accuracy levels are the key factors to be considered when choosing one.  Table 2.3 lists some of the RTLS technologies that are commonly used for this purpose along with their typical accuracy levels. These are most suitable when accuracy of a few meters is required which would be equivalent to locating down to room level in a building or to the nearest 1-4 meters in an open corridor.

[bookmark: _Toc307167544]Table 2.3: Typical Accuracy of Local Area RTLS Technologies (Malik, 2009)

	RTLS Technology
	Typical Accuracy of Location

	Dead reckoning
	A few cm

	Wi-Fi
	1 - 5 m

	Bluetooth
	2 m

	Passive RFID
	1 m

	Active RFID
	1 m – 3 m

	Ultra Wideband
	30 cm – 1 m

	Zigbee
	1 m

	Computer Vision
	A few cm (depends on the application)

	Acoustic locating
	25 m

	Building illumination
	1 - 3 m



The metrics used to evaluate a positioning system must be considered when choosing the most suitable technology for a specific area or application.  All have their own pros and cons. 

Most commonly used inside large buildings like hospitals, university campuses and various business premises, indoor real time locating systems (RTLS) use various “invisible” signals as a means of positioning. Infrared, ultrasound and 802.11 Wi-Fi signals are commonly used. These can be standalone systems which are not used for communication such as “Ubisense” (Steggles and Gschwind, 2005) which uses Ultra Wide Band (UWB) radio signals, or they can use an existing infrastructure, like “Ekahau” (Ekahau, 2011) which uses 802.11 Wi-Fi signals. Targets may be badges or tags carried by humans or attached to value items. An advantage of indoor infrastructures is that because of the short range of these technologies, power consumption is usually fairly low. Also, accuracy levels can be quite high but this depends on the system used. On the downside, these systems cannot compete with GPS or Cellular positioning systems in terms of universal coverage and they often need to be calibrated, leading to larger roll-out costs in terms of time.

The next section describes some of the most widely used indoor or local area positioning systems. Each of these has their own advantages and disadvantages and while in widespread use, they cannot solve all problems.
[bookmark: _Toc296691792][bookmark: _Toc307167738]Radio Frequency Identification (RFID) 
RFID localisation (Sanpechuda and Kovavisaruch, 2009), is a technology which is in widespread use in areas like asset management and stock control. Radio signals are transmitted between a reader and a tag.  An RFID tag consists of an antenna, a transceiver and a small amount of memory.  An RFID reader has more functionality than a tag and in addition to an antenna and a transceiver it also contains a power supply, a processor and an interface to connect to a network, usually Ethernet or serial.  The tags may be either active or passive.  The passive tags have no power supply and are activated by the signals scanning them.  The active tags have a small power supply and this enables them to have a range of several meters when compared to less than one meter for most passive tags. Chon et al. (2004) describe how RFID tags enable positioning by placing the readers at doorways or other such points of human movement. The network can then track people when the tag they are carrying, passes through a doorway. This information can be sent by the reader to a central server which can display the tag’s location graphically.  AeroScout (2011) is an example of this type of positioning application.  Accuracy levels with RFID systems depend on the number of choke points where readers have been placed. Coverage of a large building is expensive due to the cost of the readers.
[bookmark: _Toc296691793][bookmark: _Toc307167739]Infra-Red (IR) 
IR based systems usually operate in one room or an open area. This is because the short range of the IR signals does not travel through walls or doors. These systems usually need a direct Line of Sight (LOS) to the target device.  IR positioning systems (Aitenbichler and Muhlhauser, 2003) work in a similar manner to the RFID systems. Each user wears a tag that periodically emits a beacon containing some unique information about that tag and hence the person carrying the tag.  IR sensors on the walls or ceilings detect the tags and give the location.  This is normally deployed as a network-based positioning system.  Olivetti research developed one of the first indoor positioning systems (ActiveBadge) in the early 90’s using this technology (Want et al., 1992). Similarly to RFID, unless expensive readers are placed in every room in a building the whole building cannot be covered. Firefly (2011) is a high accuracy IR motion tracking system.  Small IR tags placed on a person allow the system to track person motion in 3D which has used in Virtual Reality applications such as computer animation and games. The Firefly motion capture system costs over £20,000 pounds sterling, putting it out of reach of most applications.  While accuracy levels are very high, the signals suffer from interference from many sources including visible light, prohibiting their widespread use (Gu et al., 2009). 
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Ultrasound signals may be used as a method of positioning which works at room level accuracy (Piontek et al., 2007).  In nature bats use ultrasound signals to navigate and hunt, this has inspired the design of RTLS that work in a similar manner.  Ultrasound signals have a frequency above the human hearing limit (approx. 20 KHz) which enables them to be used without people noticing.  Commonly these systems consist of receivers and tags.  The receivers are placed at known locations and are simply microphone sensors.  The tags are inexpensive and emit an ultrasound pulse which is heard by the receivers.  As these signals travel at the speed of sound (343 m/s), Time of Arrival (TOA) to the various sensors may be used and position calculated from this.

The Active Bat (Addlesee et al., 2001) positioning system, using ultrasound was designed by AT&T’s Cambridge Research centre in the late 90’s and was highly successful.  While accuracy levels in the order of cm were achieved for 95% of estimates, to achieve this 720 receivers fixed to the ceiling were required to cover a building of 1000 m2. Thus, the system had low scalability and would not be suitable of widespread use. A more recent ultrasound RTLS is that provided by Sonitor Technologies (2011).  A feature of this is that the ultrasound signals are confined to one room and do not pass through walls.  These systems need to be combined with RF technology to synchronise and coordinate the receivers with one another.  While ultrasound is much less expensive than using IR technology, its accuracy is of the order of centimetre as compared to millimetre for IR.  A building wide implementation of an ultrasound positioning system would be extremely time consuming and complex and would therefore have very high overhead associated with it.  It would however show how centimetre level accuracy is available if cost is not an issue.  Ultrasound systems do suffer from interference for simple noise sources such as crisp packets or jingling keys. 
[bookmark: _Toc296691795][bookmark: _Toc307167741]Bluetooth
The IEEE standard 802.15.1 (Bluetooth) is a specification designed for Wireless Personal Area Networks (WPANs).  The design intention was to use Bluetooth to replace the IR ports on mobile devices for short range data communication.  Bluetooth chipsets are of a low cost and as of 2010 are normally integrated into new mobile phones, PDAs, Laptop and Desktop computers making them commonly available. Bluetooth signals operate in the same 2.4 GHz band that 802.11 Wi-Fi does but are of shorter range. Bluetooth Access Points (APs) are required to be installed throughout the test area with a maximum distance of 15 m between them, due to their range.  When used for positioning, the underlying principle of operation is similar to using Wi-Fi, a combination of proximity sensing, fingerprinting and trilateration are used to determine position. 

Bluetooth localisation has a number of advantages and disadvantages associated with it. As it is a low power technology, power consumption on the tracked device is low. When tracking people, additional tags are often not required as their personal communications device (e.g. phone) may be used as the tag. The underlying network can still be used for other tasks and accuracy may be down to 2 m due to the closeness of the APs. However, significant disadvantages exist with a Bluetooth RTLS. Bluetooth networks are not common and where one is available a high density of Bluetooth APs are required as the range is short.  The response time is slow (approx 15 -30 seconds) due to the Bluetooth inquiry process. Also, similarly to all RF systems in this band, it could be subject to network attacks such as denial of service, jamming and blocking. A currently available commercial Bluetooth RTLS is the Topaz system (Weissman 2004).  As this Bluetooth system contains an error range of over 2 m, it is used in conjunction with IR and the proprietary APs are IR and Bluetooth enabled which allows for accurate room level positioning where required. 
[bookmark: _Toc296691796][bookmark: _Toc307167742]Ultra –Wideband (UWB)
Ultra-wideband describes radio technology where the bandwidth is greater than 500 MHz. Due to the short duration (< 1 ns) of UWB pulses, it is possible to filter reflected signals.  This gives greater accuracy by eliminating multipath fading which is a major problem for most RF indoor systems. Designated the 802.11.4a standard by the IEEE, ultra-wideband was originally designed for Wireless Personal Area Networks (WPANs) but it also allows communicating devices to make accurate distance and range measurements between one another. Two Way Time of Arrival (TW-TOA) is used to determine ranges between devices were one sends a message to the other and then it returns it to the sender. This allows for high levels of accuracy (in the order of cm) and enables positioning in 3D.  Similarly to other technologies; tags, receivers and a positioning engine are the key components of an UWB RTLS.  Along with high accuracy levels, a significant advantage of UWB systems are their excellent performance in manufacturing environments, which are usually challenging to RF systems due to the highly reflective nature of the metal machinery. Drawbacks include the requirement to install a number of UWB receivers in every room throughout the tracking environment. Also, these receivers need to be cabled together or have good Line of Sight (LOS) for time synchronisation. Ubisense (2011) is an UWB commercial precision RTLS that was developed by AT&T Cambridge engineers.  It offers high levels of accuracy in the tens of cm and can provide position updates 20 times per second in 3D.  The primary weakness of the Ubisense system is that it is prohibitively expensive. In 2010 a research Ubisense system costs over £10,000 sterling and this only covers one room or open area.
[bookmark: _Toc296691797][bookmark: _Toc307167743]Wireless Sensor Networks – Zigbee
Sensors are commonly used as a means of detecting an environmental or physical condition such as sound, light, pressure or temperature. When a large number of sensors are connected together for means of communication via RF a Wireless Sensor Network (WSN) is formed.  Zigbee is a technology standard based on 802.15.4 which allows for control and communication in WSNs.  Each sensor in the network is called a node.  The nodes form a mesh network and due to the self forming and self healing architecture of WSNs it may be used as an infrastructure for positioning (Gu et al., 2009). A Zigbee tag may be localised upon entering the network by taking advantage of the way the network operates.  Zigbee routers and tags, periodically or on demand, take TOA values from the signals received from one another.  This information may be used by a Zigbee positioning engine to calculate the position of the mobile Zigbee device, given that the positions of the other Zigbee nodes (including routers) have already been calculated relative to one another.  

Many of the advantages of using Zigbee are similar to those of UWB systems as the underlying technology is the same. However, their best feature, which is unique to WSNs, is their high fault tolerance. If a network node fails, the network reconfigures and works without it in much the same way the internet does.  Despite this significant strength however WSNs suffer from the same weaknesses that all RF technologies do like interference and security issues.  The range is short and many nodes are required to give decent accuracy levels.  Similarly to many of these proprietary technologies, the installation of a new RF network is unlikely to be popular with I.T. staff and leads to large roll out costs. Also, these new networks need to be troubleshot and maintained by a member of staff.  These are costs that may not be apparent when first deploying an RTLS. 
[bookmark: _Toc296691798][bookmark: _Toc307167744]Vision based positioning
By far the best localisation method used by humans is using vision.  By simply directing our eyes at a target (within LOS) we can instantly work out where it is and can make a fairly good estimate of the distance from ourselves to the target. Despite the high quality video technology and the powerful computers available today these operations, in general, cannot be performed with the same ease by an artificial vision system. Nevertheless, vision based positioning systems are very powerful if certain criteria are met. 

By using one or more cameras trained on an area, it is possible to track the location of a person or thing if (a) the computer knows what to look for, (b) conditions for viewing are suitable and (c) the computing engine has enough processing power to perform the complex analysis required for identification and tracking. A problem scenario would be trying to get a computer to spot a previously known person in a crowd who had changed their appearance somewhat. A beard or dyed hair, substantially changes the look of a person in the computers eyes, whereas for humans, the same person would be easily recognisable. 

Despite these difficulties, vision based RTLS are rapidly evolving and improving thanks to artificial intelligence techniques and more powerful computing engines. One of the greatest benefits of vision systems is that no tag is necessary.  In this way localisation of a person or object doesn’t require their cooperation.  Locating engines look for specific patterns and can monitor an object in LOS over a large area and over a long timescale given enough processing power.  The United Kingdom is reported as having the highest per capita number of surveillance cameras of any nation in the world and is using vision based positioning systems to do it (Sytech Consultants, 2011). Setting up an accurate vision based RTLS can be expensive, at least one camera is required per room (preferably more). High network bandwidth is required to transfer a stream of high resolution video between the network of cameras and the positioning engine, which must be a high end computer.  These requirements mean that vision based positioning is not a viable solution where affordable ubiquitous localisation is required.

EasyLiving is a vision based positioning system (Brumitt et al., 2000) where two cameras may be used, combining colour and depth for more accurate identification and localisation. With EasyLiving, substantial processing power is required and accuracy cannot be guaranteed due to interference.  More recently, extensive research has been carried out using vision based positioning in the field of robotics (Méndez-Polanco, 2010).  If reductions in cost of vision systems can be made, then their readily understandable output and the fact that they do not require tags, could make vision based RTLS a very attractive option. 
[bookmark: _Toc296691799][bookmark: _Toc307167745]Wi-Fi (802.11)
Wi-Fi is the name given to a standard designated by the IEEE as 802.11. It covers signals specially used for data transfer in the 2.4 GHz spectrum (also used 5 GHz but much less common). Wi-Fi Access Points (APs) are set up throughout a building as a means of allowing mobile network coverage. Traditionally Wi-Fi is used to give wireless network coverage in an indoor environment but since it has gained such popularity, other uses have been made of the signals. Real Time Locating Systems (RTLS) based on Wi-Fi have become popular from around 2005 onwards. In the period from 2000 to 2005, two large scale research projects using Wi-Fi for indoor positioning were carried out by Microsoft Research (RADAR) (Bahl and Padmanabhan, 2000) and Intel Research (PlaceLab) (La Marca et al., 2005).  Such was the success of these that a number of commercial companies implemented their own versions of the systems. Continued research into improving Wi-Fi positioning has come from these companies. The popularity of Wi-Fi RTLS has continued to grow as many businesses and large organisations have installed Wi-Fi networks to enable mobile network access.  These Wireless Local Area Networks (WLANs) are being widely used for asset management, security and personnel management through the RTLS (Malik, 2009). 
The underlying techniques for the operation of the Wi-Fi RTLS are described as follows. Mobile computing devices such as laptops, PDAs and Smart Phones are equipped with a Wi-Fi chip which allows them to communicate with the network via Access Points (APs).  Like other types of localisation implementation, Wi-Fi locating may be network based or client based.  With network based (Fig 2.3-A), the APs measure the RSSI from the tags.  Tags periodically send probe requests to the network to see which APs are in range. The APs record the RSSI from the tag and send this information back through the network to the locating engine. The locating engine, which may be a typical PC, already knows the positions of the access points and uses this information along with the RSSI values to calculate the location of the tag.  
[bookmark: _Toc307167607]Figure 2.3: An RSSI-based RTLS (Malik, 2009)

The reverse works with Client based positioning (Fig 2.3-B) where the tags listen for beacons periodically sent out from the APs (to announce their presence) and the tag records the RSSI values of the various APs in range. The Wi-Fi tag then sends this information to the locating engine through the Wi-Fi backend network and calculations of position may be carried out given that the APs locations are known to the engine. 

Received Signal Strength Indicator (RSSI) measures the signal power received when an AP or Wi-Fi tag communicate with one another. Starting signal transmission power levels are known but when a signal is transmitted through free space or some other media a drop in signal power is experience by the receiving device. The distance between APs and tags can be estimated from this signal drop. RSSI is used to overcome a major problem with Radio Frequency (RF) signals, that of signal attenuation. Signal attenuation is the dropping of signal power as a signal travels from its source to the receiver through free space. This attenuation is dependent on the absorption characteristics of objects the signal passes through.  Propagation loss (measured in dB) in free space is given by the following formula:

Path loss (approx) = -38 + 20 * log10(f) + 10 * n * log10(d)
f = transmission frequency (MHz)
d = distance (feet)
n = path loss constant (environment dependent)

In free space n=2 but in most indoor environments n = 2.4 – 4. This means that materials absorb RF energy differently therefore causing different levels of attenuation. For example an interior dry wall may cause 3-4 dB of attenuation for a 2.4 GHz signal but a steel door would cause between 13 and 19 dB. This signal attenuation makes localisation using RF signals problematic. RSSI attenuates exponentially with distance which means that fewer APs leads to less accuracy.  For this reason RTLS designers traditionally recommend tripling the number of APs to get sufficient accuracy (Baala, 2009). This is not something that all organisations are prepared to do and is a major drawback of Wi-Fi positioning (Furey et al., 2010).

A number of different methods of localisation exist using these RSSI. Simply calculating the closest AP to a tag is the most basic method where the tag is given the location of the AP with the strongest RSSI. This method gives accuracy levels which are directly proportional to the distance between APs. Trilateration may also be used, but according to Li (2006), due to the relatively small distances between APs, the speed that the signals travel at and signal attenuation, it is difficult to get consistent accuracy levels. The most successful method is known as fingerprinting or scene analysis and is used by the most successful commercial Wi-Fi RTLS.

Fingerprinting involves recording the RSSI values from all available APs by a Wi-Fi tag.  This is done at as many locations as possible throughout the area to be tracked. This calibration data is stored in a database and when a device (tag) is to be tracked the signals it ‘hears’ are compared to those stored in the database. Various pattern matching techniques  such as the nearest neighbour method or Bayesian Inference (Bensky 2008) are used to match the received signals to those in the previously created database of radio fingerprints and their corresponding locations. The device location is calculated from this. Usually, just the main travel paths are calibrated.  This method gives reasonably good accuracy levels (approx. 2m) in an indoor environment if a sufficient number of APs are installed (Gu 2009). However this ‘sufficient’ number may be three times as many as are require for normal data communications.  One way of overcoming this need for extra APs is to use landmark tags (like the Ekahau location beacon) which are small battery powered devices which act like mini APs by giving out their own RSSI values therefore improving accuracy by increasing the number of reference points.  These reference tags need to be maintained and battery power is an issue.

Wi-Fi based positioning has a number of advantages and disadvantages. On the positive side, as Wi-Fi is standards based, hardware from different vendors can be used and operators can mix and match devices that they have. This leads to lower cost of infrastructure as one vendor doesn’t have a monopoly. Staff do not need to be trained to use the infrastructure as most large organisations will already have a Wi-Fi network installed for mobile data communication.  The network can still be used for its main purpose and the extra traffic is minimal. Existing devices can be used as tags such as PDAs and Smart phones which tend to be equipped with Wi-Fi chips as of 2007 (Anand at al., 2007).

Despite these attractive reasons for installing a Wi-Fi RTLS a number of serious drawbacks exist.  The existing infrastructure may not be sufficient for tracking and new APs may need to be added as well as existing ones being repositioned. This can add considerable expense to the installation. The main weakness of Wi-Fi tracking however is due to the limits of RSSI.  As well as signal attenuation issues, RSSI are affected by objects in the environment such as furniture, by temperature  and humidity variations, by the opening and closing of doors and by the presence and mobility of people. As a result of these, the values recorded at a particular spot may be much higher or lower than expected which can have a major influence on accuracy. The following outlines some of the major RSSI related problems.
[bookmark: _Toc296691800][bookmark: _Toc307167746]Factors affecting RSSI
Multipath Fading (Malik, 2009; Puccinelli and Haenggi, 2006) happens when a receiving device detects a number of overlapped copies of the same signal.  Each of these copies has travelled a different path from the source to the destination by bouncing off objects in the environment such as furniture, people and walls.

Standard APs broadcast a signal in all directions simultaneously but when a signal hits an object it bounces or changes direction in one of the ways depicted in Fig 2.4 (Malik, 2009, p. 194). These bounced signals may arrive at the receiver slightly after those that travelled in a straight line.  This time delay can affect the receiver’s ability to decode the signal.  

[image: ]
[bookmark: _Toc307167608]Figure 2.4: What happens to RF signals

Another phenomenon that causes difficulty with RSSI positioning is known as ‘aliasing’. This is where the same signal strength is received at multiple locations.  To make matters worse, these locations may be at different distances from the AP due to signal attenuation.  Aliasing is one reason that the Trilateration technique doesn’t perform well for positioning with RSSI (Kupper, 2005). When a tag is in motion the signal can also suffer from the ‘doppler effect’ where signals from various devices may be out of phase and therefore cannot be understood by the locating engine.

A further inherent weakness of using Wi-Fi is that the signals used in 802.11b and 802.11g use 2.4GHz, which is in the ISM (Industrial, Scientific and Medical) band. A large number of other devices also use this band and may cause interference and hence degrade positioning accuracy.  Microwave ovens, cordless phones, wireless video cameras, bluetooth devices, wireless game controllers and fluorescent lights all give out Radio Frequency signals in 2.4 GHz band (Gummadi, 2007). 

These reasons show that Wi-Fi RTLS have a number of inherent weaknesses, as do all tracking systems. No one single system can solve all of the problems, therefore, various ‘intelligent’ techniques are used to overcome these issues. While many of the interference problems have been overcome using intelligent smoothing techniques (Liu et al., 2007), some problems remain unsolved.  Two of the most important of these are the need for extra infrastructure and the inability to work properly in real time.  Neither of these issues has been overcome as of 2010 and the need is there for a new solution. The results of tests carried out show that with AP configurations for data communication, accuracy levels are significantly below those reported when configurations are set up with tracking as a key goal (Furey et al., 2010). Indeed, in some areas location accuracy is almost unusable due to the low density of APs. 
[bookmark: _Toc296691801][bookmark: _Toc307167747]Commercial Wi-Fi Positioning Systems for Indoors
A market leader in Wi-Fi positioning systems is the Finnish Company, Ekahau (2011).  Their proprietary Java based system contains three parts:  (1) The Ekahau Positioning Engine (EPE), (2) the Ekahau Site Survey (ESS) and (3) the Ekahau tags.  The EPE communicates with the mobile device’s Wi-Fi chip and retrieves the RSSI information and compares it to that gathered during site calibration by the ESS.  The EPE is a positioning server that provides the location coordinates (x, y, and floor) of the mobile terminal or Wi-Fi tag.  This operation is illustrated in Fig 2.5. 
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[bookmark: _Toc307167609]Figure 2.5: System Architecture of Ekahau Positioning System

A noteworthy element of the Ekahau system is their proprietary “Rails” software which allows for tracking to be carried out in a way that replicates human movement and eliminates the “jumping through walls effect” that is common with other RTLS. This gives a unique competitive advantage to the Ekahau solution.  The Rails are added by an administrator to “teach” the solution where devices are able to travel.  The software views the area where the rails are as a higher probability of true location. Fig 2.6 shows a signal strength map created by the ESS with black spot areas of low signal coverage circled.  
[image: Blackspots]
[bookmark: _Toc307167610]Figure 2.6: Signal strength map from Ekahau

Ekahau can use a network, terminal or terminal assisted approach. It also comes with an Application Programming Interface (API) to enable custom applications to be developed. In experiments carried out (Furey et al., 2008), position updates were found to be between 5 seconds at the quickest and over 15 seconds at the slowest.

Trapeze Networks Location Appliance (LA 200, 2009) is a Wi-Fi network based approach which uses the existing network hardware and devices in conjunction with the LA200 box.  Trapeze claim that all the calibration can be done from a central point but this only gives RSS fingerprints at the access point locations. Like most of the commercial systems, much manual tweaking is necessary to get satisfactory levels of accuracy.  The underlying methods of positioning are also based on fingerprinting. Like Ekahau, the LA200 also contains an API for further development.

Both the Ekahau RTLS and the Trapeze LA200 are market leading indoor Wi-Fi RTLS commercial products.  Table 2.4 shows a comparison of local area positioning systems with details of approach, accuracy, scale, cost and note worthy constraints listed. No single system is superior in every category.
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This chapter has focused on the area of localisation. Some of the main techniques used and the types of positioning system have been explained.  The most successful wide area systems have been discussed along with the different issues which prohibits their use indoors. Indoor or local RTLS have been introduced along with the primary test case for this study – using 802.11 Wi-Fi indoors.  The strengths and weaknesses of each of these positioning techniques have been outlined along with some of the current methods to overcome these.  Areas where research still needs to be conducted have been identified.


[bookmark: _Toc307167545]Table 2.4: Comparison table of Local Area Positioning Systems

	System
	Approach
	Accuracy (and precision)
	Scale
	Cost
	Constraints

	Active Bat (Addlesee et al., 2001)
	Ultrasound proximity
	3 cm
	1 cell: 10 m2
	Moderate
	Dense sensor grid needed

	Cricket
(Gu et al., 2009)
	Ultrasound/RF TOF
	6 cm/ 3-5o
	9.14 m w/o any obstacles
	300 US$ per node
	Dense sensor grid needed

	Active Badge
(Want et al., 1992)
	IR cellular proximity
	Room occupancy
	Room scale
	Very low cost
	Low accuracy, low up-date rate

	Ekahau
(Ekahau, 2011)
	RSS Fingerprinting
	1 m (50% within 2 m)
	WLAN range
	Moderate
	Requires calibration

	RADAR
(Bahl and Padmanabhan, 2000)
	RSS ranging and SNR analysis
	4.3 m (50%)
	WLAN range
	Low
	WLAN adapters needed on tags

	PlaceLab
(La Marca et al., 2005)
	RSS Fingerprinting, GSM, Bluetooth
	>20 m ( 50%)
	Cellular network range
	Free
	GPS required for calibration, accuracy poor

	Ubisense
(Steggles and Gschwind, 2005)
	UWB (TDOA and AOA)
	15 cm (100%)
	1 cell: room size
	High $15,000 for kit
	Expensive

	Topaz
(Weissman, 2004)
	Bluetooth and IR
	2 m (95% within 2 m)
	Nodes required every 2 -15m
	Moderate
	Positioning delay 15-30 seconds

	Zigbee
(Malik, 2009)
	WSN TOA
	2-10 m
	Dependent on number of nodes
	Low
	Suffers from RF attenuation

	EasyLiving
(Brumitt et al., 2000)
	Vision
	Can be as low as a few cm
	Dependent on number of cameras
	High
	Complex and substantial processing power required




[bookmark: _Toc296784048][bookmark: _Toc307167749]Artificial Intelligence Methods for Location Prediction

In addition to the localisation techniques and technologies discussed in chapter 2, the accurate positioning of a person or object requires a certain degree of intelligence.  These techniques enable the accuracy levels of the estimates to be increased.  When a human estimates where a person or object will be located in the future, he/she performs the complete calculation automatically. To enable computers to perform these estimations and to enable them to work with a set of different targets requires a number of artificial intelligence techniques.  This chapter discusses the key Artificial Intelligence (AI) methods that have been developed for location prediction. The latter part of this chapter describes the state of the art in next location prediction research.  Technologies such as GPS and mobile phones have resulted in this becoming a topical area of research.  This has been driven by commercial location based software available in the market, from Satellite Navigation devices to targeted advertising on mobile phones. Significant research has been carried out on outdoor location prediction. In an indoor environment this is a largely under researched area to date and therefore the majority of background research in this chapter relates to outdoor location prediction.  
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Machine Learning is a sub area of AI, which enables computers to learn and develop behaviours based on inputs they receive.  In the same way that humans learn from what they see and remember, computers learn from live inputs from sensors or from previously stored sensor data in databases.  From examples observed, complex patterns can be deduced.  Knowledge of these patterns facilitates making intelligent decisions or predictions.  Generalisations are produced from a given a set of examples as all possible scenarios may not have been observed during the learning process.  This enables machines to address new situations by making educated guesses, even when data is incomplete.  Machine learning, as is typical of computer science, requires knowledge of many different fields from probability and statistics to graph theory and data mining.

Within machine learning a number of categorisation approaches exist.  Whether the learning is supervised or unsupervised, determines which techniques is applied.  Generally speaking, supervised learning uses training data that has been analysed to give specified examples of ‘x in gives y out’.  A classifier exists which defines in a general way the relationship between ‘x in and y out’.  Unsupervised learning applies where no examples of the input/output relationship are known.  In order to get to a successful learning stage, the computer must analyse the available data and look for commonly repeated patterns. 
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Data Mining is a branch of machine learning.  A common application of data mining is used by large online shops such as Amazon.com to try to determine what else a shopper may buy based on their previous browsing and purchasing (Linden et al., 2003).  This process of searching or ‘mining’ for patterns is performed by computers using numerous mathematical techniques. Initially, data mining was performed manually using methods such as Bayes Theorem and regression analysis.  As data sets became larger and computer science advanced, new methods have been applied. Witten et al. (2005) detail examples of approaches commonly deployed, including Neural Networks (NN), Genetic Algorithms (GA), Clustering techniques, Support Vector Machines (SVM) and decision trees.  

[bookmark: _Toc296784052][bookmark: _Toc307167752]Tasks of Data Mining

Fayyad et al. (1996) describe data mining as involving four separate classes of tasks. (1) Clustering (2) Classification (3) Regression and (4) Association rule learning.

1 Clustering – discovers structures and groups from within a dataset that have similarities to one another, this is done without any prior knowledge of the dataset, examples include K-means clustering.
2 Classification uses known structures and applies these to a new dataset.  The separation of email into spam and legitimate is an application of classification. Algorithms commonly used for this purpose include NN, SVM, decision tree learning, Naïve Bayes classification and nearest neighbour methods.
3 Regression finds mathematical functions that model the relationships in the data that give the least error, for example, methods of least squares. 
4 Association rule learning looks for relationships between the variables (Agrawal et al., 1996).  It is commonly used in retail to discover relationships between what foods people buy; for example, if they buy cheese and bread they also often buy butter.
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Uses of data mining include games where patterns of play can be discovered enabling computers to compete with the best humans e.g. in chess – Deep Blue (Hsu, 2002).  Data Mining also has uses in business, science and engineering. For example, it has applications in genetics to identify which genes are related to which illnesses (Fayyad et al., 1996), also in mining data from clinical trials (Bellazzi and Zupan, 2008). Other uses also exist, such as the National Security Agency (NSA) in America who are reportedly (Cauley, 2006) searching public phone and email records of people looking for terrorists.  This and other types of data mining raise many privacy concerns such as whether ordinary people should have their privacy invaded according to national security policies.
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“Probability theory is a branch of mathematics which is concerned with the analysis of random phenomena” (Encyclopaedia Britannica, 2011). Probability gives a method of expressing the belief or knowledge that an event has occurred or will occur at some time in the future.  Due to gambling, the concept of probability has been of interest for millennia, however it was only in the 17th century that it began to be formalised mathematically. Pierre de Fermat [1601-1665], Blaise Pascal [1623-1662] and Christiaan Huygens [1629-1695] were among the first to give serious mathematical consideration to the subject. Further major contributions to the field were due to other legendary mathematical pioneers such as Pierre-Simon Laplace [1749-1827] and George Boole [1815-1864]. 
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There are two main schools of thought in probability interpretation, Frequentists and Bayesians. Each of these schools views the fundamental nature of probability differently and they sometimes come into conflict with each other.  Frequentists consider probabilities only when dealing with well defined experiments that have a random outcome.  When conducting an experiment repeatedly, the probability of a random event occurring denotes the “relative frequency of occurrence” of the experiment’s outcome. Probability is considered by Frequentists to be the relative frequency of outcomes, in the long run (Hacking, 1965) even where no random process is involved. Bayesians on the other hand, may assign a probability value to any statement.  For them, the probability of the statement being true depends on the degree of belief that the statement is true, given the evidence available.
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These forms of mathematical data fusion derive from the ground breaking Bayes Theorem/Rule. It is basically a method of calculating the probability of something happening when given the probability of something else happening. Bayes Rule is used to relate conditionals of the format p(x|y) to the inverse, p(y|x). The rule requires p(y) > 0.


   (1) Bayes Rule
When x is the value we want to infer from y, the probability of p(x) is known as the prior probability distribution and y is the data.  The distribution p(x) contains all the knowledge we have concerning x before any of the data y is incorporated. The probability p(x|y) is the posterior probability distribution over x. Therefore Bayes Rule provides us with a method of inferring a posterior probability p(x|y) from the inverse conditional probability p(y|x) and the prior probability p(x).  Described differently, Bayes Rule enables us to infer a quantity x when given sensor data y using the inverse probability which gives us the probability of getting data y if x was the case.  This rule is the basis for Bayesian Inference where Bayesian networks can calculate the chance of something occurring when given other related information.  Bayesian networks are commonly used in diagnostic systems when not all information is known.  For location estimation a technique known as Bayesian filtering is most commonly used (Fox et al., 2003)
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Bayesian Filtering is a technique that may be used to improve location estimation.  “Bayesian Filters can help measure measurement uncertainty and perform multi-sensor data fusion” (Fox et al., 2003, p 24). Whilst Bayesian filters are applied extensively in the field of robotics they can also be applied to the tracking of humans carrying sensors. These filters are necessary as no sensor works perfectly in all situations. Sensors need to be combined and/or have their outputs filtered to get an improved signal.  This is similar to the field of signal processing where noisy signals are cleaned up or filtered to give more accurate outputs. Bayes filters probabilistically estimate a dynamic system’s state from noisy observations (Fox et al., 2003, p 25). The state may be considered as a combination of the factors that describe an entity’s location.  This may be simple x, y coordinates or it could be represented by a more complex vector containing 3D position, pitch, roll, yaw and speed of movement, as in robotics. 

At a particular time t, the state is represented by xt, a random variable. At any point in time, the uncertainty of being at a particular location is represented by the belief, Bel (xt), which is a probability distribution over xt. Using Bayes filters, these beliefs are sequentially estimated over the state space that is conditioned on the sensor data available.  Let the sensor observations be a time indexed sequence z1, z2,…, zt.  Belief Bel (xt) is then equal to the posterior density over xt, the random variable conditioned on the sensor data which is available at time t as equation 2 shows.

Bel (xt) = p (xt|z1, z2, …, zt)      (2)

This belief may be described as answering the question: ‘If the sensor measurement history is z1, z2, …, zt, then what is the probability that x is the location of the person?’ for every possible location of x.  Computing these posterior densities increases in complexity exponentially over time with the number of sensor measurements. To make the computation workable, Bayesian filters make the assumption that the system is Markov – meaning that xt, the current state variable encapsulates all necessary information.  This means that the location of an object at time t only depends on xt-1, the previous state.  For Bayesian filters, any other states before xt-1 do not provide any further useful information.

The hypothetical scenario depicted in Figure 3.1 helps to explain the Bayesian filter approach. This is a reworked version of the example given in the paper by Fox et al. (2003, p 25).  In this scenario a person is moving down a hallway and has a sensor that reports when a door is passed.  However, it cannot distinguish which door is which.  In Figure 3.1(a), initially the person’s location is unknown which is indicated by the uniform distribution over all possible locations and at this stage all locations are equally likely.  Figure 3.1(b) shows what happens when the sensor finds a door, the belief is now increased at each of the doors and a low (but non zero) probability is placed everywhere else. This means that the system now knows that it is at a door but does not know which one. The person now moves forward and the system knows that he/she does so at average walking speed.  Therefore the belief is now moved along accordingly as Figure 3.1(c) shows. In Figure 3.1(d) the sensor finds another door, it adds this information to that previously known about the doors and with regards their positions in relation to one another and from this calculates where it is most likely to be.  As it moves again in Figure 3.1(e) it is now confident (high belief) of where it is.
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[bookmark: _Toc307167611]Figure 3.1: A 1-D illustration of Bayes filters

Updating a Bayesian filter is done as follows.  When a new sensor observation zt is provided, the state is predicted according to:


Bel –(xt)  =    (3)

This sensor observation is then used by the filter to correct the predicted estimate:

Bel (xt)  =  t p(zt|xt) Bel-(xt)	(4)

The system dynamics, p(xt | xt-1) tell how the state of the system changes over time.  A motion model (often based on velocity) will tell us that if we were at x at t-1 then given speed v, we should or could be at location y at time t.  In the hallway example, the update from the motion model leads to the changes in belief shown in Figures 3.1(c) and 3.1(e).

Immediately after prediction and before the next observation, the predictive belief is Bel-(xt).  p (zt|xt) is the perceptual model which asks that if the person is at the location xt, then what is the probability of making observation zt?  As can be seen from Figure 3.1(b) and (d) the update rule is used to increase the probability of locations which have a high likelihood of being observed. This assigns a high probability to locations that will be observed next.  The perceptual model is normally considered to be a property of the particular sensor being used and contains its potential error.  t in equation 4 is a normalizing constant whose job is to make sure that the posterior sums up to one over the whole state space. If any prior knowledge exists then bel(x0) is initialized with it.  
[bookmark: _Toc296784058][bookmark: _Toc307167758]Types of Bayesian Filter

A Bayesian filter facilitates recursive state estimation by providing a probabilistic outline with which to approach the problem.  The implementation of these filters differs depending on the situation for which they are required, however all implementations require the specification of the belief Bel(xt), the perceptual model, p(zt|xt) and the system dynamics p(xt|xt-1). We next categorise and compare popular implementations of these filters.
[bookmark: _Toc296784059][bookmark: _Toc307167759]Kalman Filters

Kalman Filters (KF) are the most commonly used type of Bayesian filter.  They have been successfully applied to a large range of tracking problems (Bar-Shalom et al., 2001) but they require the system dynamics and observation model to be linear functions.  This linearity restriction can be somewhat overcome by implementing variants of the filter, notably Extended Kalman Filters (EKF) and Unscented Kalman Filters (UKF) which are described by Thrun et al. (2005). However, using EKF or UKF can render these filters difficult to implement. Whilst standard KF are efficient computationally, the cost of this efficiency is that they can only handle unimodal distributions.  For them to be successful the system usually requires accurate sensors and needs to be able to provide updates at a high rate.
[bookmark: _Toc296784060][bookmark: _Toc307167760]Multihypothesis Tracking

Improving on the Kalman filter is Multihypothesis Tracking (MHT) which can deal with multimodal distributions.  Each hypothesis is tracked using a separate KF.  While an MHT approach could be applied to the scenario in Figure 3.1, using a separate KF for each hypothesis, in reality this tends to be computational expensive as sophisticated heuristics are required to calculate when to add or remove hypotheses (Bar-Shalom et al., 2001)
[bookmark: _Toc296784061][bookmark: _Toc307167761]Grid based

Grid based Bayesian filters use discrete representations of the belief.  A discrete Bayesian filter is one where the changes take place at discrete time steps, t=1,2,3..n and discrete probabilities sum up to one:


 (5)

where X is a random variable and x is a specific state/event that X can take on.

Considering the theorem of total probability in equation 6:



 Discrete case (6)

the only change for discrete representations from equations 3 and 4 is that summation now replaces integration. 


Bel -(xt)  =    (7)
Bel (xt) =  t  p(zt|xt) Bel-(xt)	(8)

Indoors, the total area may be divided as a 2D grid with each cell having its own belief.  This approach works well in situations such as that represented in Figure 3.1 and makes it possible to select a number of individual cells for consideration.  Grid based approaches are common in mobile robot localisation and can provide accurate position updates whilst being robust to noisy sensors. A disadvantage of these is the complexity of keeping the whole grid in memory and of updating each cell.  Also, only low dimensional implementations are suitable as the addition of new dimensions increases the complexity exponentially.
[bookmark: _Toc296784062][bookmark: _Toc307167762]Topological Approaches

The complexity of Grid based approaches can be avoided by representing the environment in a non metric way using a Topological approach.  Most indoor environments naturally enable key areas to be represented along with the connections between them by using a graph structure. Rooms and corridors can be represented as nodes and vertices respectively on a connected graph. An example of this type of topological approach is found in Krumm et al. (2002). Here they used a manually created graph structure to denote possible movement paths within a building.  They connected the graph nodes along with signal strength vectors in a Hidden Markov model (HMM) in order to try and calculate the most probable location of a wirelessly tagged person. They then applied a Viterbi algorithm (Lou, 1995) to compute the most probable path through the graph.  They found that by constraining movement to the graph they improved accuracy from 4.57 m (using a nearest neighbor algorithm) to 3.05 m. Motion models using topological approaches p(xt|xt-1) can be constrained to the graph giving a discrete or fixed number of possibilities.  This greatly increases the efficiency of the algorithm and makes it suitable in situations where sensors of low accuracy only are available.
[bookmark: _Toc296784063][bookmark: _Toc307167763]Particle Filters

The last major implementation of a Bayesian filter is the Particle Filter (PF).  Each possible location is represented by a particle which has a weight called an importance factor.  As new sensor measurements are received, each importance factor is assigned a new weight proportional to p (z|x), the observation likelihood.  As the user moves, the samples are concentrated around the most probable locations.  The difference between a general Bayesian filter and a PF is that the PF contains a large number of possibilities for each location.  The efficiency of PF depends on the number of particles used.  If too many are used then the complexity grows exponentially as the number of dimensions increases.
[bookmark: _Toc296784064][bookmark: _Toc307167764]Filter Comparisons

Table 3.1 adapted from Fox et al. (2003), outlines the advantages and disadvantages of each type of implementation of a Bayesian filter (+, 0 and - represent good, neutral and weak, respectively). Accuracy determines how successful each type is when given an adequate number of sensors.  Grid approaches can provide very high accuracy levels but can be computationally expensive.  KFs are less robust than the others due to representing beliefs unimodally. KF and MHT require high update rates from accurate sensors to work optimally.  For topological approaches to be successful the sensors must equate to the layout of the building whereas grid based and PFs work with almost any kind of sensor.  Grid based methods are the least efficient in terms of computation with KFs being the most efficient.  If high accuracy is not an issue and sensors are set up relating to building plans, then a topological approach works well.  Which type of filter is used where depends on taking all of these factors into consideration and no one filter is optimal for all situations.  

[bookmark: _Toc307167546]Table 3.1: Comparing Bayes filters implementations

	
	Kalman
	Multihypothesis
tracking
	Grid
	Topology
	Particle

	Belief
	Unimodal
	Multimodal
	Discrete
	Discrete
	Discrete

	Accuracy
	+
	+
	0
	-
	+

	Robustness
	0
	+
	+
	+
	+

	Sensor variety
	-
	-
	+
	0
	+

	Efficiency
	+
	0
	-
	0
	0

	Implementation
	0
	-
	0
	0
	+



Bayesian Filters are used extensively to predict the likelihood of something being true when complete data is unavailable.  These are used extensively in Robotics to calculate positioning and for Simultaneous Localisation and Mapping (SLAM) as described by Thrun et al. (2005).  

[bookmark: _Toc296784065][bookmark: _Toc307167765]Deterministic and Stochastic processes

A deterministic process is one in which the outcome of the process is always the same for a given set of inputs i.e. there is no randomness involved. A stochastic process on the other hand may be considered to be the counterpart of a deterministic one. A deterministic process evolves over time in a fixed way, differential equations can describe this evolution and there is no randomness involved. A stochastic or random process will not always give the same output for a given input. There is a randomness involved in the evolution which is often described by probability distributions. However, this is not to say that the outcome is completely random, some paths through the process are more probable than others. 
[bookmark: _Toc296784066][bookmark: _Toc307167766]Markov chains

The Russian mathematician Andrey Markov [1856-1922] introduced the idea of Markov chains (Winston, 2003) which were to have a strong influence on the theory of stochastic processes. The term Markov chain often refers to a Markov process that has a discrete (countable or finite) state space and the Markov property. A discrete random process is one which can be in a number of different states. It changes state randomly but does so in discrete steps. The Markov property says that the next state depends only on the present state and not on any past states. 

A sequence that uses the discrete Bayesian filter type of approach is a Markov chain.  The future state of a system may be predicted based on the previous state if it is a complete state that satisfies the ‘Markov assumption’.  This says that no earlier information makes any difference in the prediction of the next state.  Figure 3.2 shows a simple two state Markov chain. For each state there is a probability of moving to the next state or of staying in the same state.  For each state the combined probabilities sum up to 1.
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[bookmark: _Toc307167612]Figure 3.2: A simple 2-state Markov chain

A stochastic process based on the Markov assumption is known as a Markov model.  The assumption basically states that the probability of a certain observations being made only depends on the observation that directly preceded it.  A Markov model contains a finite number of states, which are defined by a transition matrix:

 

It also contains an initial probability distribution:
Q = {q1, q2, …. qs}

Pij gives the probability of transitioning from state i to state j.  qi is the probability of observing state i at time 0 and the sum of all the probabilities is one:

pij = 1
A Markov model is learned by calculating transition probabilities along with initial probability distributions using the training data:

pij = 
here Nij equals the number of transitions between state i and state j, Ni is the count of the observations of state:

qi=
here N is equal to the total number of observations made.
[bookmark: _Toc296784067][bookmark: _Toc307167767]Topological Maps/Graphs

Movement happens between a number of fixed points.  The routes between these points may be represented as a graph structure.  In a connected graph (Figure 3.3) there are a finite number of paths between each point. A connected graph is a graph where there exists at least one route from every node to every other node. This route is made up of edges and nodes. Figure 3.3 represents a connected graph where a path exists from each node to every other node. For example, node 6 and node 2 are connected via the following paths, 6-4-3-2 or 6-4-5-2 or 6-4-5-1-2.

[image: 6n-graf]
[bookmark: _Toc307167613]Figure 3.3: Connected Graph

A topological map is one which consists of a number of nodes representing places of interest which are connected by edges representing paths where a user may travel.  An example of this type of map is the London underground map (Figure 3.4) where each station is represented by a node and the edges indicate paths between them.  

[image: big_tubemap]

[bookmark: _Toc307167614]Figure 3.4: Topological map of the London underground rail links
[bookmark: _Toc296787005]

These maps are not drawn to scale.  The value of a topological map is that it is a graph and can be represented as a matrix which makes it suitable for manipulation and processing. 
[bookmark: _Toc296784068][bookmark: _Toc307167768]Matrices

A matrix is a rectangular array of numbers.  In graph theory matrices denote relationships between the nodes. Three matrices of particular interest to topological maps are Incidence, Distance and Transition. Each node or vertex of the graph is given a unique identifier (usually a number). A matrix is constructed with a column and horizontal row for each node in the graph. 

Incidence Matrix
An Incidence or Adjacency matrix denotes if the nodes in the graph are directly connected to one another. The matrix is an n by n matrix where n is the number of nodes.  If it is possible to travel directly from one node to another then a 1 is placed in the cell where the two (column, row) intersect.  If travel between these two is not possible then place a zero in the cell.  In this way it can easily be checked if it is possible to travel from one node to the other, directly or at all.  Figure 3.5 shows a connected graph and the corresponding adjacency matrix. As node 6 is connected to node 4 only, a 1 is entered in the sixth row and the fourth column.  All other entries in the sixth row are 0 showing that node 6 is not directly connected to any other node.

[image: ]

[bookmark: _Toc307167615]Figure 3.5: Connected graph and the corresponding adjacency matrix

Distance Matrix
Using the same format as the incidence matrix it is possible to give more information about the edges between the nodes.  In the real world each node is separated from the other one by some space (measured in meters).  If this is accurately known, then a number may be placed in the matrix at the location of the area which denotes the distance from one node to the next.  This matrix (like the incidence one) will usually be “reflective” in that travel from node 4 to node 8 will be the same as travel from node 8 to node 4.  If actual distances are unavailable then estimates may be calculated based on the travel time from one node to another.  

Transition Matrix 
From a prediction point of view this matrix contains the most useful data.  The transition probabilities in Markov chains are represented in a transition matrix. The data here is usually learnt or mined from observation and can return the probability of travelling from one node to the next.  Unlike incidence and distance matrices, the transition matrix is normally not reflective in that the probability of going from node A to node C may not be the same as in travelling from node C to node A.  Figure 3.6 shows a transition matrix for a 5-node connected graph.  Each row in the graph must sum up to one indicating that the total probability of moving from one node to another is 1.

[image: transition matrix]
[bookmark: _Toc307167616]Figure 3.6: Transition Matrix for a 5-node connected graph

[bookmark: _Toc296784069][bookmark: _Toc307167769]Predictive Tracking

Being able to predict with some degree of accuracy, the future location of a person or thing has many applications.  This seemingly magical quality is one of the ‘holy grails’ of localisation.  The prediction does not need to be 100% certain, and indeed certainty is almost impossible to establish.  Never the less, the next location can be predicted with a certain degree of accuracy as has been demonstrated in previous research projects. 

Outdoors, using GPS traces to try and learn next location has been attempted by Sang-Jun (2004) for someone on foot and in a number of studies; (Ashbrook and Starner, 2002), (Krumm, 2008), (Froehlich and Krumm, 2008) for vehicles on a road. More recently data gathered from mobile phone records has been mined to try and find patterns of movement for next location predictions (Song et al., 2010). 

Indoors, this is a largely under researched area, however a number of ‘smart environments’ have been set up such as the work by Petzold (2005) in the creation of the Augsburg Indoor Location Tracking Benchmarks. Here specific sensors on doors were utilised to provide movement patterns.  A Hidden Markov model (HMM) and a Neutral Network (NN) were applied to the data and successful predictions were made.  Since around 2006, due to its commercial value, most of the leading research in next location prediction is not being conducted by academic institutions and therefore everything that has been learnt may not be in the public domain.  Next we take a closer look at some of the available location predictive approaches.

[bookmark: _Toc296784070][bookmark: _Toc307167770]Predictions Outdoors from GPS

Large numbers of GPS devices have made it possible to gather meaningful patterns of movement data outdoors. Many vehicles have been equipped with satellite navigation devices and indeed many smart phone devices also contain GPS receivers. From these, it has been possible to gather large databases of driver movement patterns.  Microsoft research conducted one of the first significant studies in this area (Krumm and Horovitz, 2005).  They set about analysing the data which had been gathered by the Microsoft Multiperson Location Survey (MSMLS) where 250 Microsoft related people kept a GPS device in their car for a period of at least two weeks. 

These devices recorded the movements of the user’s vehicle and this data was cleansed and analysed.  From the large number of data points gathered for each user, individual trips were extracted by grouping the data points into those between pauses of 3 minutes or more[footnoteRef:1].  The data also needed to be cleansed to address rogue readings which can occur with most GPS devices.  These rogue readings were eliminated by searching for points which would have made the speed and/or acceleration of the vehicle impossible due to the distance between them.  Figure 3.7 (Froehlich and Krumm, 2008) demonstrates the problems with rogue readings from GPS devices. [1:  they were only recorded whilst moving.] 


Figure 3.7 (a) shows an invalid starting point for a trip which would have made the speed of the car over 97,000 mph! Figure 3.7 (b) shows the same trip with the rogue point removed.  In Figure 3.7 (c) an invalid GPS reading in the middle of a journey would have meant that the car travelled a short part of the trip at 397.8 mph.  Figure 3.7 (d) show the same trip with this invalid point removed.  Their data was also filtered to remove trips that were caused by other GPS errors, such as those trips less than 30 s or containing less than 10 data points.  
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[bookmark: _Toc307167617]Figure 3.7: Cleansing invalid GPS readings

Similar routes were clustered together and they discovered that an average 39.3% of the trips taken by their drivers were repeated. They used these regular (repeated) trips to estimate if and when they could discover that a driver was on a route they had been on before.  They had problems in that depending on the route the results varied widely.  If the subject started in a crowded area then it took quite some time to establish a ‘good’ guess of which route they were on.  They found it problematic to correctly guess the end results as two or more trips often looked very similar from a starting position or even when on the route for some time.  They concluded that more information such as recency of trip and passengers present was required to improve accuracy.  They also concluded that on previously untraveled routes, prediction is an open problem.  

Krumm (2008) uses the same data in a slightly different way.  They built a simple Markov model to predict the next road segment when given the current one.  They discovered that the prediction accuracy is sensitive to the previous number of road segments used for learning.  The more past segments are taken into account the more accurate the prediction of the next segment as the graph in Figure 3.8 (Krumm, 2008) shows.
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[bookmark: _Toc307167618]Figure 3.8: Accuracy of predicting next road segments (Krumm, 2008, p5)

When just the current segment is known, the prediction accuracy is low.  They required a higher order Markov model to increase their accuracy.  They also examined the influence of time of day on their results and they found this to be negligible as can be seen in Figure 3.9 (Krumm, 2008). 

[image: ]
[bookmark: _Toc307167619]Figure 3.9: Influence of time of day on prediction accuracy (Krumm, 2008, p5)

Simmons et al. (2006) also found time of day not to be a factor and have also examined the effect that speed of travel has on the destination accuracy.  They found speed to be an influence and while his accuracy predictions were reportedly very high – 99%. It must be noted that 95% of his decision points had only one option so these results must be considered in this light.

A third paper by Krumm and Horovitz (2006) has looked at the usefulness of predicting where a car will travel to.  They discovered that drivers tend to visit places where they have been before.  Their results state that after two weeks of recording the movement data, a driver had only a 9% chance of stopping at somewhere new.  They also found that destinations tend to be clustered, which they explained as, if possible, drivers would like to perform a number of tasks whilst in a certain part of the city.  They discovered that prediction accuracy of final destination increased significantly the further one was into the trips.  This shows that merely starting your car gives very little information on your intended destination.  A final finding of this paper was that their experiments yielded much more accurate results when the subjects travelled in built up and commercial areas. Locations given names such as ‘bare rock’ and ‘emergent herbaceous wetlands’ by the United States Geological Service (USGS) are not suitable for predictive tracking due to the lack of traffic (Krumm and Horovitz, 2006, p6). Others who have examined route prediction in cars included Patterson et al. (2003) and  Torkkola et al. (2007). 

Tracking of a person on foot using GPS has also been researched. Ashbrook and Starner (2003) used a Markov chain model and K-means clustering algorithm to predict future movement. They clustered GPS data to find significant locations and then built a 1st and 2nd order Markov models using location as state to predict future movement. Figure 3.10 shows partial transitions between three of the nodes in their graph as a 1st order Markov model.  Here transition to the next node only depends on the current node. As all paths are not shown the ratios do not sum up to 1.  
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[bookmark: _Toc307167620]Figure 3.10: Partial Markov model for GPS car trips
It is possible to create an nth order Markov model where probability of the next state is dependent not only on the current state but on the previous n-1 states.  Table 3.2 shows second order transitions as well as the first. 

[bookmark: _Toc307167547]Table 3.2: Probabilities for transitions in 1st and 2nd order Markov models

	Transition
	Relative Frequency
	Probability

	A  B
	14/20
	0.700000

	A  B  A
	3/14
	0.214286

	A  B  C
	2/14
	0.142857

	A  B  D
	3/14
	0.214286

	A  B  E
	1/14
	0.071429

	A  B  F
	1/14
	0.071429

	A  B  G
	1/14
	0.071429

	A  B  H
	1/14
	0.071429

	A  B  I
	1/14
	0.071429

	B  A
	16/77
	0.207792

	B  A  B
	13/16
	0.812500

	B  A  J
	3/16
	0.187500

	B  C
	10/77
	0.129870

	B  C  A
	6/10
	0.600000

	B  C  K
	4/10
	0.400000

	D  B
	5/7
	0.714286

	D  B  A
	2/5
	0.400000

	D  B  L
	2/5
	0.400000

	D  B  M
	1/5
	0.200000



For some examples, considering the 2nd order can yield more accurate results as in the case of probability of transition from A  B is 70%, but the probability of transitioning from B  A  B is 81%.  This could be explained by a situation where A was a Shop and B was Home. If the Shop was on the main road from Home then the probability of going from A to B (Shop to Home) is 70%. However, if the journey started at Home and went to the Shop, return to Home could be more probable (perhaps getting something for dinner?).  This demonstrates a situation when higher order models are useful and give extra information.  It raises the question as to what order of model is suitable for prediction.  Ashbrook and Starner (2003) conclude that this depends on the quantity of data available.  Table 3.2 shows the relatively small number of 2nd order transitions available from four months worth of data in their study.  Other factors affecting their probabilities were the large distances travelled and the fact that their tests took place outdoors. They also found that changes in routine would take a long time to show up in their model and they suggested a possible method of weighting certain updates, but cautioned that this could lead to model that was somewhat skewed.

Sang-Jun (2006) attempts to build upon the work of Ashbrook and Starner (2002) by using a Self Organising Map (SOM) as a means of learning without pre-knowledge.  To use a supervised learning method to learn patterns of movements, pre-knowledge of the person is required and a SOM can overcome this.  SOMs are an unsupervised learning neural network which can preserve the topology of a map as they create it.  Sang-Jun uses an SOM to convert sequences of raw GPS data into meaningful patterns which are in turn applied to a Markov chain approach.  “The principal goal is to transform an incoming input pattern of arbitrary dimension into a one or two dimensional discrete map” (Haykin, 1999).  They used the output from the SOM to learn a 1st order Markov model and to try and make predictions of next location from it.  Their data was gathered at a university campus.  Whilst their method looks promising, their conclusion of ‘acceptable’ prediction accuracy is of little value as specific accuracy statistics are not given.
[bookmark: _Toc296784071][bookmark: _Toc307167771]Indoor Predictive Tracking

In indoor localisation, the area of movement prediction is sparsely researched.  This is due to the fact that indoor localisation is a relatively recent phenomenon. One of the first research projects that considered future movement was Microsoft Research’s RADAR project (Bahl et al., 2000).  This was the first significant attempts to track indoors using 802.11 Wi-Fi signals (discussed in Chapter 2).  Due to the problem of signal attenuation it was difficult to get an accurate fix on position using RSS measurements alone.  Position was occasionally reported in locations that were not possible or at least highly unlikely. An effort to overcome these problems is described in Bahl and Padmanabhan (2000).  They concluded that the next location position should be close to the last reported one.  Their Viterbi-like tracking algorithm (Figure 3.11) (Bahl and Padmanabhan, 2000) deals with a situation of when two physically separate locations are close together in signal space (due to aliasing).
[image: ]
[bookmark: _Toc307167621]Figure 3.11: Depiction of state maintained by the Viterbi-like continuous tracking algorithm (Bahl and Padmanabhan, 2000, p 7)
 
The shortest path is depicted in bold. The likely trajectory is calculated based on the previous unambiguous location and a guess of somewhere in between the two is given. Between vertices i and j there is an edge dij whose weight is calculated based on the Euclidian distance between the locations i and j represent.  This approach has been shown to significantly reduce the accuracy error in locating a user who is walking as the graph in Figure 3.12 shows (Bahl and Padmanabhan, 2000).  
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[bookmark: _Toc307167622]Figure 3.12: Performance of the various algorithms in tracking a walking user (Bahl and Padmanabhan, 2000, p 7)

They tested the Viterbi-like approach against an NNSS (Nearest Neighbour in Signal Space) and an NNSS-AVG, where the three nearest neighbours in signal space were averaged to estimate location and it was found to significantly outperform the others.  “Median distance error for NNSS (3.59 m) and NNSS-AVG (3.32 m) are 51% and 40% worse, respectively compared with Viterbi (2.37 m)” (Bahl and Padmanabhan, 2000, p 8)
[bookmark: _Toc296784072][bookmark: _Toc307167772]Augsburg Indoor Location Tracking Benchmarks

The University of Augsburg created the Augsburg Indoor Location Tracking Benchmarks (Petzold, 2004) based on data gathered from the movement sequences of people as part of the smart doorplate project (Trumler et al., 2003).  This data provided movement sequences of people in an office building in the form of date and hour, room name, person’s name and timestamp as shown in Table 3.3 (Petzold, 2004). The first few lines of the movement sequence of Employee 2 are shown before and after applying their room codification process. 

The person movement (entry into a room) data allowed a number of studies to be conducted with the intention of predicting the next location. They proposed that this could be used on a smart doorplate to tell when a user would return to their office or could be used to try and intelligently predict on which floor an elevator would next be needed. 

[bookmark: _Toc307167548]Table 3.3: Sample benchmark data (abridged) (Petzold, 2004, p 4)

	Original benchmark
	Benchmark after room codification

	2003.07.07
	10:13:45
	402
	Employee 2
	1057565625801
	0

	2003.07.07
	10:21:41
	Corridor
	Employee 2
	1057566101067
	-

	2003.07.07
	10:21:45
	411
	Employee 2
	1057566105152
	1

	2003.07.07
	10:21:48
	Corridor
	Employee 2
	1057566108771
	-

	2003.07.07
	10:21:54
	402
	Employee 2
	1057566114338
	0



[bookmark: _Toc296784073][bookmark: _Toc307167773]HMMs for Person movement prediction
Anticipating or predicting a future situation has been attempted through the use of a number of learning techniques.  Hidden Markov models (HMM) are a popular technique which has been successfully applied in numerous fields. The application of HMM to speech recognition has been examined by Rabiner (1989).  In speech recognition predicting the next possible words can greatly increase accuracy.  Rabiner examined HMMs from their simplest form (discrete Markov chain) to more sophisticated approaches such as continuous density models and those of variable duration.  These techniques have been in widespread use for many years in speech recognition software.

Computational biology is another field that has seen widespread application of predictive machine learning.  Medical diagnosis, treatment and approaches to drug design all require techniques that can predict sequences. The use of HMMs for gene prediction in sequences of DNA has been reviewed by Birney (2001).  A new method for predicting the secondary structure of RNA using HMM was proposed by Yoon and Vaidynathan (2004).  They demonstrated accurate, secondary structure prediction using their proposed model with a low computational cost.

Gellert and Vintan (2006) have analysed the data available from the Augsburg dataset to predict next room using HMMs.  In their results the HMM outperformed the other techniques applied, namely NN and Markov predictor.  They obtained an average accuracy of 84.81% using 4 state confidence automata based HMM.  This result was based on movement prediction from every room except, notably, the test subject’s own room.  As presumably a significant portion of journeys originated at their own room, this would not give a complete picture of the accuracy of the HMM. 

A study by Petzold et al. (2006) converted algorithms normally used as “branch prediction techniques for current high performance microprocessors” to handle next context prediction of a person.  These were applied to previously gathered behaviour patterns.  The predictors were stimulated with a workload of patterns of behaviour of people walking indoors.  They found that while these predictors worked well they were not consistent in their ability to handle complex patterns or in the training and retraining speeds.  Petzold et al. (2006) evaluated these ‘predictors by movement sequence’ with people in an office building. Values of 59% and 98% accuracy in next location prediction were achieved without pre-training and with pre-training respectively.  This extremely high accuracy achieved with pre-training can be accounted for by the fact that journeys from the test subject’s own offices were again not considered. 

Mozer (1998) proposed an Adaptive Control of Home Environments (ACHE) project which attempts to predict the next actions taken by the inhabitants by observing their actions taken, monitoring the environment and attempting to learn to anticipate their needs. The next action is predicted by means of a feed forward NN.  They used these predictions to control energy use in a prototype house. 
[bookmark: _Toc296784074][bookmark: _Toc307167774]Neural Networks for person movement prediction

A Neural Network (NN) is a network of biological neurons in the brain used for decision making and learning. Artificial Neural Networks (ANN) are an artificial intelligence method to try and mimic the way the human brain works. Vintan et al. (2004, p 3) state “ANNs are composed of a multitude of neurons representing simple processing elements that operate in parallel”. One of their advantages is their capacity for supervised learning (learning by example).  Traditional problems solving techniques require the creation of a model based on the problem. Next a succession of operations must be calculated from which an algorithm can be formulated to solve the problem. Some problems have such a level of complexity that this deterministic algorithm may be impossible to create.  ANNs do not require an algorithm to solve a problem, rather they are given a multitude of consistent examples from which they generalise and learn. The ANN extracts from training samples information required to solve the problem.  It creates its own model for solving a problem and from this an algorithm is formed.  This ability of ANNs to formulate solutions to complex practical problems based on many training samples makes them widely applicable. However, this need for many training examples can also be a weakness depending on the application.

Vintan et al. (2004) proposed techniques to anticipate a person’s next movement using NN prediction.  Specifically, they used neural predictors of the multi-layer perceptrons with back propagation. Again, their predictors were tested with the Augsburg benchmarks.  One of their pre-trained neural predictors gave up to 92% accuracy of next location prediction. A similar weakness exists here as with the HMM results as not all of the journeys were considered.
[bookmark: _Toc296784075][bookmark: _Toc307167775]Reality Mining 

Professor Sandy (Alex) Pentland and his team at MIT created a new field of research over the last decade which they coined ‘Reality Mining’ (Eagle and Pentland, 2006).  Using data gathered from mobile devices they applied statistical data mining methods to finding patterns in the data which correspond to specific human behaviours and social interactions.  Each time one of us uses a mobile phone, certain pieces of digital information are created which can be pieced together to reveal patterns of human behaviour.  The majority of people in the western world carry a mobile phone with them at all times.  What many do not realise is that their device is constantly communicating with cell towers, finding out which is the closest to it in order to provide a connection should the service be required.  This information is stored by the mobile operator and if required can be used for various purposes.  Emergency services are an obvious choice and whilst private individuals cannot currently request the location of another’s phone without prior agreement between the parties concerned, this location data trail is none the less retained.   Reality mining is one use of this data and whilst the data sets studied by Pentland and his team are anonymous, patterns of user movement are revealed.

Gonzales et al. (2008) have carried out similar studies in extracting patterns from the data.  They examined mobility patterns for 100,000 individuals in an unnamed European city taken over a six month period.  They found that “in contrast with the random trajectories predicted by the prevailing Lévy flight and random walk models (Brockman, 2006) - human trajectories show a high degree of temporal and spatial regularity, each individual being characterized by a time-independent characteristic travel distance and a significant probability to return to a few highly frequented locations” (Gonzales et al. 2008, p 1).  They also found that “despite the diversity of their travel history, humans follow simple reproducible patterns” (Gonzales et al. 2008, p 1). Taking these findings a step further, if the patterns are repeating then predictions of next location can be made from them.  A number of commercial organisations are engaged in reality mining and are discussed here.

Sense Networks (2011) is a New York based company founded by world leading machine learning scientists from MIT and Columbia University.  Its purpose is ‘predictive analytics’ (Hair, 2007) which it achieves by using historical and real time location data gathered from mobile devices. They have developed a platform that uses location information to provide “relevant recommendation, personalisation, discovery and churn prediction” (Sense Networks, 2011). Sense networks operate on data gathered from many different sources.  The movements of taxis and other fleet vehicles are recorded with GPS, also other users can download an application called Citysense (Sense Networks, 2011) which enables their location data to be uploaded automatically.  To get people to do this automatically, Citysense gives the user something back. It offers them results of the reality mined data and can advise them on things like where to get a taxi or where people like them are going out at night. Citysense uses mined patterns to group each type of user by the places they visit.  For example, people who like rock clubs can find out where the other rockers are heading too, same for dance music, classical and so on.

INRIX (2011) is a spin out company from Microsoft Research that is also engaged in reality mining, but of a slightly different kind. Their focus is road traffic data and in return for movement data, they provide companies or individuals with past, current and future traffic patterns to facilitate route planning or re-routing as required. A third company that is carrying out reality mining is PathIntelligence (2011) which is based in the UK.  Their approach involves placing a number of Radio Frequency (RF) sensors within a shopping centre environment.  They then listen to the anonymously sent beacon signals that all mobile phones emit regularly and use this data to build up a picture of the movements of people throughout the centre.  From this data they can establish patterns giving predictions of the next probable store to be visited. This information is then sold to the various stores enabling them to target their advertising accordingly. 
As well as using installed sensors and dedicated GPS devices, the growing proliferation in the quantities of smart phones equipped with internal GPS functionality means that the quantity of historical and live location data available is growing massively every day. The designers of many Smartphone applications are attempting to get the public to freely allow themselves to be continuously tracked.  The data gathered by applications such as Google Latitude (Page and Kobsa, 2010) and Foursquare (2011) is being mined continuously for useful predictions.  A large section of the population do not seem to care whether or not they are being tracked as long as they get something in return, such as the ability to find friends or family. However, even for those who don’t use those types of applications, according to a recent study by Enck et al. (2010) people should be a lot more wary. They monitored the activities of 30 of the most popular Android smartphone applications and found that two thirds of them are collecting information from users’ GPS enabled phones without the users’ consent. Even worse, half of them are forwarding this information to advertising networks like Admob (2011) or to analytics companies such as Flurry (2011), again without the users’ consent. This demonstrates how reality mining is becoming widespread and the future of predictive technologies is bright.  However, many problems still need to be overcome and whilst there is much scope for further research, the majority of it is likely to continue to be done outside of the academic world.
Table 3.4 show a comparison of predictive localisation research. No consistent approach exists and many technologies and techniques are being applied with varying degrees of success. 

[bookmark: _Toc307167549]Table 3.4: Predictive Localisation Research

	Researcher/
Company
	Category
	Technology
	Technique
	Accuracy Reported
	Constraints/
Comments

	Simmons et al. (2006)
	Road traffic
	GPS
	HMM
	99%
	Only 1 option 95% of the time

	Krumm (2008)
	Road traffic
	GPS
	Markov model
	98% 
	Requires a high order Markov model

	Inrix (2011)
	Road Traffic
	GPS
	Unknown
	Unknown
	Crowd Sourcing

	
	
	
	
	
	

	Ashbrook and Starner (2002)
	Pedestrian Outdoor
	GPS
	Markov model
	70-80%
	Small number of nodes

	Sang-Jun (2004) 
	Pedestrian Outdoor
	GPS
	SOM
	Acceptable
	No figures available

	Sense Networks (2011)
	Pedestrian Outdoor
	GPS/Mobile phone
	Minimum Volume Embedding (MVE)/Bayesian out trees
	Unknown
	Crowd Sourcing

	Gonzales et al. (2008)
	Pedestrian
	Mobile phone
	Statistical Analysis
	N/A
	Only looked for repeating patterns

	
	
	
	
	
	

	Bahl and Padmanabhan (2000)
	Pedestrian Indoor
	802.11 Wi-Fi
	Viterbi and Nearest Neighbour
	2.4 m improvement
	For immediate location estimate only

	Vintan et al. (2004)
	Pedestrian Indoor
	RFID
	Neural Network
	92% (pre training)
	Journeys from base node not considered

	Petzold et al. (2006)
	Pedestrian Indoor
	RFID
	Branch prediction techniques
	59% (without) and 98% (with pre training
	Journeys from base node not considered

	Gellert & Vintan (2006)
	Pedestrian Indoor
	RFID
	HMM
	84%
	Journeys from base node not considered

	Path Intelligence (2011)
	Pedestrian Indoor
	Mobile phone
	Unknown
	Unknown
	Anonymous data




[bookmark: _Toc307167776]   Summary

[bookmark: _Toc297407976]In this chapter a variety of AI methods used for location prediction have been reviewed. First, relevant branches of AI (Machine Learning, Data Mining and Probability) are discussed. This led to a discussion of Bayesian approaches to prediction, specifically the range of techniques known as Bayesian filters. These filters are compared and the strengths and weaknesses of each analysed. Stochastic processes with their application to graph structures are described along with their associated matrices. The latter half of this chapter reviews the existing research on predictive tracking, both outdoors and indoors. Approaches using various types of Markov model and Neural Network are outlined and evaluated.  Finally, the new field of Reality Mining is introduced and the work of the leading companies in this area is described. 




[bookmark: _Toc307167777]HABITS model

Prediction is very difficult, especially if it's about the future. 
Niels Bohr 

The cliché, “You cannot know where you are going until you know where you have been”, aptly sums up the key hypothesis of this thesis. Knowing where you have been entails not just knowledge of one past journey, but knowledge of a number over a period of time.  Past movement habits have been shown to be repeated by humans, usually to do necessary tasks or just to take what is felt to be the path of least resistance.  These habits are often linked to particular tasks that need to be performed regularly.  Our brain will remind us to follow these urges and often we move automatically. Knowledge of these habits enables predictions to be made about the next location to be visited.  While these are not 100% correct, a certain percentage over random guesses in terms of prediction is often enough to be useful in a wide variety of ways. 

The hypothesis of this thesis is that knowledge of people’s historical movement habits facilitates prediction by computational means, of their future locations in the short term and enables suggestions of medium and long term behaviour patterns.

This hypothesis leads to the following questions:
· Can the tracking capabilities of existing tracking systems be improved by knowledge of historical movement patterns and by the application of AI techniques?
· Can this approach enable intelligent future location prediction?
[bookmark: _Toc297407977][bookmark: _Toc307167778]Movement habits

A habit is defined as “something that you do regularly or usually, often without thinking about it because you have done it so many times before” (Longman English Dictionary, 2010). Movement habits are the same as other types of habits in that they tend to be regularly repeated. Whilst each of us has a number of habits or patterns that appear to be unique to us, much more probable is that we share habits with others.  For example, getting up from one’s desk and walking to the toilet, once or more times a day is a habitual pattern but could hardly be considered unique.  Many of the habits that we have are shared by many others. Whilst trips to the toilet or for lunch may be habits performed by everyone, particular groups of people follow movement patterns that may be characteristic of that group. Consider a group of like minded individuals in an office with an interest in the same sport. They may leave work every Friday at 4.30pm to go and play football.  They share a habit which others in that office do not. Students have habits which are related to their timetable, for instance, all the class go to the same room at the same time, if in the same class. This would not be a habit for someone who was not a member of that class.  

The assumption is that humans and indeed all animals often follow patterns of movement that are in some way predictable, as shown by Gonzales et al. (2008).  If the movement occurs in a structured environment then it is possible to learn these patterns.  Where a structured travel route, like a road or corridor exists, then there are a finite number of ways of travelling it.  At any given point, they can only follow a finite number of routes from it until they reach the next decision point.  
[bookmark: _Toc297407978][bookmark: _Toc307167779]Habitual movement modelling requirements

How habitual movement modelling addresses some of the main constraints in currently available tracking systems (discussed in Chapter 2) is a key focus of this thesis. The approach of this research assumes that an underlying tracking system exists with accuracy of a few metres and update rates of < 20 s.  The accuracy of any type of tracking system is dependent on the infrastructure installed and the technology used.  With enough investment in infrastructure and if enough reference points are used, then it is possible to achieve almost any precision required in any location. However, in real world implementations this is not realistic.  In reality the number of reference points and cost of the overall system are key factors on whether a system will be installed or not.  Generally speaking,  accuracy levels of approx. 2 m indoors and approx. 10 m outdoors are expected and commonplace.
[bookmark: _Toc297407979][bookmark: _Toc307167780]History Aware Based Indoor Tracking System (HABITS)

The acronym H.A.B.I.T.S (History Aware Based Indoor Tracking System) is a play on words describing the approach of this research. HABITS incorporates knowledge of previous movement patterns into estimates of current and future location. The past movement history of tracked humans can enhance an existing tracking system. It is unimportant which type of technology the underlying tracking system employs or the positioning methods used. The approach is designed to be generic. To enable the HABITS approach, we consider four main components to be necessary: an underlying RTLS, a connected graph, a discrete Bayesian filter and a set of logic rules. These four components are combined in the HABITS model, enabling predictions of human movement.  These predictions are intended to overcome the latency of updates from currently available systems and enable them to make predictions of likely future movement.

The underlying data structure of our approach is to represent the movement paths of people as a graph which in turn is represented by a number of matrices; incidence, distance and transition.  These constraints show where it is possible for a user to go and where not, the distance between points of interest (for our purposes) and eventually represent the probability of going from one area to another.  The graph enables us to represent this information in mathematical terms and as data structures which can be processed by a computer.

[bookmark: _Toc297407980][bookmark: _Toc307167781]Graph/Topological Map

Methods of modelling the travel environment exist (as discussed in Chapter 3) and of these, a graph structure closely represents the travelable paths. The nodes in the graph can be positioned to represent areas of interest, decision points or places where a person stops.  In between these locations are the paths that may be travelled between.  The paths may be considered as edges and those locations of interest could be the nodes/vertices of a connected graph.

The graph structure clearly represents the connections between nodes and therefore areas in a real building.  It shows which locations are connected either directly or indirectly.  When studying a building plan or road map this information is normally clear to see. However, in a new location, different methods need to be used to identify these areas of interest.  Areas where a person stops for some reason may be thought of as base nodes.  Stopping for reasons such as sleep, eating, call of nature or work are some of the main reasons why humans would habitually stop at the same location.  While for many people these may be in the same room or adjacent rooms, in the developed world, relatively large houses exist and these functions often occur in a number of different rooms with travel paths between.  Examples of these rooms could be bedroom, kitchen, bathroom and living room as is shown in a simplified version in Figure 4.1.  Movement between these rooms is often only possible by one or two different routes.
[image: House plain]
[bookmark: _Toc307167623]Figure 4.1: Typical house layout

The layout of a typical house (in the developed world) may be represented as a connected graph. In Figure 4.2 the green nodes represent stopping locations and the blue nodes represent decision points. A connected graph or topological map of these nodes is shown in Figure 4.3. Learning the locations of these points can be done automatically in a number of ways, all of which require an underlying tracking system to be installed.  

[image: House nodes]
[bookmark: _Toc307167624]Figure 4.2: Node positions in house
[image: Connected graph - names]
[bookmark: _Toc307167625]Figure 4.3: Connected graph with connections between nodes
[bookmark: _Toc297407981][bookmark: _Toc307167782]Node Learning
Learning significant locations within a building can be conducted automatically by computers.  One method of achieving this is to plot the locations where there is a significant delay between movements. These indicate the areas where a person was stationary. Even within the same room these points are not all likely to be in the exact same location.  To extract wait nodes from a large number of estimates (Figure 4.4), clustering techniques are used to group the updates together, revealing the main stopping locations (Figure 4.5).  

[image: House Position Estimates]
[bookmark: _Toc307167626]Figure 4.4: Points where a significant wait took place

[image: Wait node identification through clustering]

[bookmark: _Toc307167627]Figure 4.5: : Discovery of wait nodes through clustering

When the nodes have been discovered and coded with numbers for names (Figure 4.6) they may be represented as an n x n adjacency matrix where n is the number of nodes and the matrix details specific information about the graph.  Figure 4.7 shows the adjacency matrix corresponding to the connected graph in Figure 4.6, which in turn corresponds to the node positions in the sample house (Figure 4.2). 
[image: Connected graph]
[bookmark: _Toc307167628]Figure 4.6: Node names replaced with numbers

If a connection exists between the nodes then in the matrix location ij which represents the connection from i to j place a 1, if no connection exists then place a zero.  This enables the paths between nodes to be represented mathematically and the matrix can easily be processed by a computer program.

[image: Adjacency matrix]
[bookmark: _Toc307167629]Figure 4.7: Adjacency matrix for nodes in sample house

When the node locations have been discovered and the distance between two nodes is known, travel time between nodes may also be calculated automatically by the underlying tracking system.  Average walking or travelling speed for each user is estimated by using the formula: speed = distance/time.  Knowledge of the relative travel times between nodes facilitates generating a distance matrix with distances between each node being calculated based on average user speed. The distance matrix values are in the same positions in the matrix as the 1’s are in the adjacency matrix.

A transition matrix showing the probabilities of travelling from one node to the other is built up by monitoring the person’s travel through the nodes.  Again, a number of methods exist to do this, but a straight forward one is to use the sequence of all nodes traversed through for a day, a week or all travel time (depending on the application).  String identification tools can give the sequences of nodes and from this mathematical functions can generate a transition matrix.  As before, the size of the matrix corresponds to n x n and at each location (node) a count is kept of the movement through it and where it goes to next. 
In the sample house scenario, consider movement from the kitchen, through a decision point to either the bedroom or another decision point. Hypothetically, it could be found that the probability of going from the kitchen to the bedroom was 12/50. This would equate to a situation where out of 50 times leaving the kitchen, 12 of these journeys were to the bedroom.  12/50 would give a probability of 0.2 of travelling to the bedroom meaning that 0.8 or 38 journeys went the other way to the next decision point.  This is how transition matrices are created and knowledge of them gives a 1st order Markov chain.  
[bookmark: _Toc307167783]Markov chain
At any time along the chain, only the current location gives the probability of going to the next location.  A simple Markov chain like this gives some idea of the next node but alone it would not be enough to model real human movement habits.  Raising the order of the model to consider the previous two nodes would help in some locations but Ashbrook et al. (2002) proved this needs to be done with a large dataset which takes considerable time to generate.   Maintaining a separate transition matrix for each day and/or each time period would improve the accuracy slightly but the system would not be expandable to a large area due to becoming overly complex.

To predict the most likely next location with a useful degree of accuracy requires more than just a simple 1st order Markov chain.  The movement habits of people are dependent on a variety of factors and to improve the accuracy of any model requires that more of these factors be considered.
[bookmark: _Toc297407983][bookmark: _Toc307167784]Discrete Bayes filter
Discrete Bayesian filters had been shown to work well for data fusion (Fox et al., 2003). The underlying tracking system gives the initial location, bel(xt-1). The transition matrix provides the belief, bel(xt) when combined with the information in the Perceptual Model and the System Dynamics (Figure 4.8).  

[image: bayes filter diagram]
[bookmark: _Toc307167630]Figure 4.8: Bayes Filter Components
This outputs the probability of moving to the next node when given just the previous one and no other information.   Figure 4.9 shows the gereral algoritm for Bayes Filtering adapted from Thrun et al. (2005) when used for robot localisation.  This research employs a similar approach to achieve its aims.
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In order to employ the Bayes filter in the creation of HABITS, the inputs are adjusted and defined as follows:
· zt-1 is the first input from the underlying tracking system.  This gives our approach an idea of where to start. 
· 
 is calculated based on the first measurement from the underlying system zt-1. 
· 
 the controls, consisting of the adjacency and distance matrix and the average user speed.
· 
will be the next available update from the base system.


Prediction at time t, , is equal to one of the possible options of where it will be at time t.



To describe the operation of our approach, consider the scenario shown in Figure 4.10. Node 4 represents that last know location occurring at. Therefore  is at Node 4. The options for are any one of the four nodes that are within one step range of Node 4.  
xt could be: 
· 
Node 3 - Reversing the journey and going back to the previous node which was the location at .
· Node 4 – Remaining stationary at the same node.
· 
Node 5 – Moving forward to an unvisited (in this sequence) node, 
· 
Node 6 – Moving forward to an unvisited (in this sequence) node, 

[image: 2 choice graph]
[bookmark: _Toc307167632]Figure 4.10: Graphical operation scenario


Using line 3 from the general Bayes filter algorithm, ,




each possible value of may be calculated.  Imagine that the probability of either returning to Node 3 or staying at Node 4 is low, say 0.1 each. The probability of moving on to Node 5 () or Node 6 () could be significantly higher, but not significantly different from each other. Say Node 5 = 0.45 and Node 6 = 0.35.  All of these values are calculated from the prediction step (line 3) of the Bayesian filter giving a stochastic or probability vector.




gives the probability of moving to any of the next nodes. These are the beliefs that will be one of the four nodes. 



As can be seen from the vector , making a prediction from  alone would be difficult as no one node has a significantly higher probability than the rest. For this reason our approach employs more information than just that provided by the first order Markov chain which is effectively what line 3 in the sample filter produces (Figure 4.9). As a Bayesian filter only works for instances that hold to the Markov assumption (meaning only a single order model), considerable information is being left out about commonly travelled paths or sequences of nodes. Krumm (2008) found that the more nodes they had information about, (previously travelled) the higher the chances of predicting their final location.  If an order (3 for example) Markov model was used, then for some paths, the predicted location probability would be much higher. However,  it would also take into account shorter journeys and could have sequences like 2-4-2 which would include changing direction completely.  

Taking into account higher order models makes the calculations overcomplicated. The notion of preferred paths however enables the same information to be gathered without keeping track of every path.
[bookmark: _Toc297407984][bookmark: _Toc307167785]Preferred paths
A component of the definition of a habit reveals that they are routines of behaviour that are repeated regularly.  An approach to viewing habits could be that they take place between distinct locations, but it does not mean that those locations are necessarily adjacent locations. The paths may go through a number of intermediate nodes and a common journey could be kitchen to toilet in the example in Figure 4.2. This would involve travelling through 4 different nodes but may be repeated a number of times a day.  If a pattern occurred more often than a set number of times then it could be considered habitual.  Habitual journeys of this sort we call ‘preferred paths’ and they can be mined from the string of all nodes visited.  There could also be a temporal link between taking these preferred paths and a certain time period.  This information can be used to adjust the output of HABITS predictions. It can also help with the identification of final destination which is another aim of this thesis. 

A preferred path is also stored as a vector and may be temporally linked to a specific time period if required. Some would be more frequently travelled at particular times than others.  When on a preferred path, the information is used to increase the accuracy of the future location estimate.

Taking the previous example (Figure 4.10), assume it is known that Node 1 was the node visited at time, t-3.  This would now give a sequence of nodes 1-3-4 leading up to the decision point.  The preferred path vector for that particular sequence would be the probability of going to node 5 or 6 from that point.  We assume that preferred paths only consider movement to new nodes and do not consider backward movement. We now have a vector showing: 


This tells us that when the sequence of nodes visited was 1-3-4, the likelihood of being on the preferred path 1-3-4-5 is 0.66 and the likelihood of being on the preferred path 1-3-4-6 is 0.33.  The method used to combine these two probabilities multiplies them together and adds the results to the initial belief from the Bayesian filter as table 4.1 shows. The new belief gives a much higher probability of going to node 5 next than of going to node 6.

[bookmark: _Toc307167550]Table 4.1: Addition of probabilities from Bayes filter and preferred paths

	Next node
	Initial belief
	Preferred path belief
	Product of two beliefs
	New belief

	5
	0.45
	0.66
	0.297
	0.747

	6
	0.35
	0.33
	0.116
	0.466




A last influencing factor to be considered in some instances is a rule that takes into account when people change their habits depending on who they were with. In largely populated environments certain people’s movements have an influence on others. If, for example, the habit is going for lunch it may be that a particular person is often present in particular locations.  This is discovered by checking to see if people travel routes matched up temporally and if so, was one dominant over the other. When this is the case, a rule is applied in the same manner as the preferred paths, influencing the prediction.

The HABITS model combines four main components to produce future location predictions as shown in Figure 4.11. These are an underlying RTLS, a connected graph, a discrete Bayesian filter and a set of logic rules. Each of these is mutually dependent and HABITS would not function if any of these were not included. HABITS is also designed to be a generic model and Figure 4.11 presents the relationship between the main components and the sub components. This maps HABITS core functionality and operation in a way that enables it to be configured for a range of operational environments. 
[image: ]
[bookmark: _Toc307167633]Figure 4.11: HABITS Conceptual Model

The HABITS model described in this chapter is designed to be able to operate on any type of tracking system to allow it to track between its updates and to give future predictions.  In the next chapter the implementation of HABITS to a real world scenario is described.
[bookmark: _Toc297407985][bookmark: _Toc307167786]Summary
This chapter summarises the theoretical approach of this research by introducing HABITS.  From this perspective it describes how the various AI methods are combined in order to achieve the aims of this thesis. First, the concept of movement habits is discussed along with their applicability to this research. Next, the concept of learning the paths of movement through an indoor environment using a topological map is described. Customising a discrete Bayesian filter to the needs of HABITS is discussed and this follows with a description of the new notion of preferred paths. This chapter concludes with a description of how the various HABITS components are combined.
 


[bookmark: _Toc297122118][bookmark: _Toc307167787]Implementation of HABITS 
This chapter discusses the implementation of the HABITS model.  Whilst HABITS is applicable to many different environments and technologies, this chapter discusses indoor tracking using 802.11 Wi-Fi.  HABITS does not attempt to directly improve the underlying Wi-Fi positioning system but is used in conjunction with it to create a system with improved overall performance.  It addresses some of the main weaknesses of 802.11 Wi-Fi positioning including the need for a high concentration of Access Points, the latency involved in position updates, handling signal black spots and providing a prediction function which is currently not available. The setup of HABITS in conjunction with the underlying system, the Ekahau RTLS, is detailed, from the implementation of the RTLS to the learning and setup of the graph structure, matrices and rules.  The combination of HABITS with estimates from the Ekahau RTLS to provide predictions of future location is explained. Finally, a sample journey is described along with the calculations to give predictions using HABITS at each stage.
[bookmark: _Toc297122119][bookmark: _Toc307167788]The HABITS Movement Modelling Framework
Whilst HABITS uses the same radio signals and equipment as other systems, it facilitates positioning and continuous real time tracking with accuracy levels and in areas that were not previously possible.  However, HABITS will only work in certain environments where people follow particular habitual movement patterns. Examples include work environments such as factories or hospitals. Figure 5.1 shows the context in which HABITS can be deployed.  When a mobile device is tracked by Ekahau and HABITS is deployed, it can still be tracked when it is no longer within line of sight (LOS) of three or more APs. This is normally the minimum required for accurate localisation. 

[image: ]

[bookmark: _Toc307167634]Figure 5.1: Context of HABITS

The highest frequency rate of position updates from the Ekahau RTLS has been found to be 5 s (Furey et al., 2011). These updates are often up to 15 seconds apart.   Each update is sent to HABITS along with the learnt historical movement data and from this an intelligent prediction of the next likely location is given (Figure 5.2). Short term predictions effectively fill in the blanks in between updates from the Ekahau system. 

[image: ]

[bookmark: _Toc307167635]Figure 5.2: HABITS Architecture

HABITS does not attempt to improve on the Received Signal Strength positioning methods currently in use, but instead uses knowledge of the movement habits of users as a means of adding intelligence to existing tracking systems. This knowledge then facilitates overcoming signal black spots where existing systems fail (Figure 5.3) and to predict where the tracked user will travel to next. 
. [image: signal black spot]
[bookmark: _Toc307167636]Figure 5.3: HABITS overcomes the need for extra APs
At time, t1, the Ekahau RTLS can give a position estimate that is close to the true position (Figure 5.3). At time t2 both the standard Ekahau RTLS and the HABITS system also give an accurate estimate. However, at time t3, the Ekahau system is no longer accurate due the user travelling through a signal black spot. This is where a relatively accurate update of where a user is located is given and where the benefits of HABITS are found. 
[bookmark: _Toc297122120][bookmark: _Toc307167789]Ekahau RTLS - Test bed system
Ekahau RTLS is a commercial off the shelf (cots) software package which was developed by the Finnish company Ekahau for Wi-Fi localisation in an indoor environment. The Ekahau website claims that the, “Ekahau real time location system (RTLS) is the only Wi-Fi based location tracking solution that can operate over any brand or generation of Wi-Fi network while offering sub room, room, floor and building-level accuracy”, (Ekahau, 2011).

For Ekahau to work effectively, an existing 802.11 wireless network must be in place in the test area.  Ekahau contains two main components; the Ekahau Positioning Engine (EPE) and the Ekahau Site Survey (ESS). The EPE acts as a server controlling all location updates.  It needs to be located on a server which has access to the existing WLAN.  All of the devices which use Ekahau are placed on a separate Service Set IDentifier (SSID) which is controlled by Wired Equivalent Privacy (WEP) or Media Access Control (MAC) authentication.  This way all tracked devices may be grouped together for control and security reasons.  The Ekahau RTLS can track any device with a Wi-Fi signal, including their own Ekahau tags, PDAs, Smartphones or Laptops (Figure 5.4). Configuration is required to establish communication between the tracked devices and the EPE including IP and MAC address, Port Numbers and WEP or MAC authentication details.

[image: tracked objects]
[bookmark: _Toc307167637]Figure 5.4: Tags tracked by the Ekahau RTLS

Once the server is established, the Ekahau Site Survey (ESS) model must be created.  A number of steps are required for this.  First, a map (JPEG file) of each floor is uploaded to the ESS application. Figures 5.5 and 5.6 show the maps for the ground and first floor of the Intelligent Systems Research Centre (ISRC) in the MS building at the University of Ulster’s Magee campus.  The locations of the APs shown are placed by the ESS after calibration.  A suitable scale for this map is set and then a number of rails and open areas are drawn which graphically specify areas where a user (tag) may travel (Figures 5.7 and 5.8).  Following this a number of calibration surveys are conducted. This involves walking slowly around the areas of the building requiring mapping and taking radio fingerprints at all locations along the path which are then saved by the ESS to the model.  These calibration surveys correspond in location to the rails and the green arrows in Figures 5.9 and 5.10 show the route followed during the calibration of the ISRC.  From these surveys the ESS creates a signal strength heat map.  Figures 5.11 and 5.12 show these signal strength maps for the ISRC.  The dark green colour indicates areas of strong signal strength where tracking capability should be accurate. These heat maps also show areas where signal strength is weak.  These are target areas for HABITS.

This deployment indicated the areas that needed attention and where additional APs could be installed to improve coverage. To improve the accuracy statistics, organisations with a large budget would install many more Wi-Fi access points, to overcome these black spots. However this seems to contradict the Wi-Fi RTLS main selling points – that no extra infrastructure is necessary.  In the ISRC WLAN, a redesign was not an option.  After extensive testing and recalibration of the RTLS an alternative solution to the problem was sought. When the initial surveys have been completed the new model is uploaded from the ESS to the EPE.  Tracking of the devices is now possible. 
[image: ]
[bookmark: _Toc307167638]Figure 5.5: Ground Floor Plan - 802.11 Wi-Fi Access Points
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[bookmark: _Toc307167639]Figure 5.6: First Floor Plan - 802.11 Wi-Fi Access Points
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[bookmark: _Toc307167640]Figure 5.7: Ground Floor Plan - Rails indicate where movement is possible
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[bookmark: _Toc307167641]Figure 5.8: First Floor Plan - Rails and Open Space indicate where movement is possible
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[bookmark: _Toc307167642]Figure 5.9: Ground Floor Plan - Calibration Survey
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[bookmark: _Toc307167643]Figure 5.10: First Floor Plan - Calibration Survey

[image: signal black spot ground floor]
[bookmark: _Toc307167644]Figure 5.11: Ground Floor Plan - Signal Strength map
[image: signal black spot first floor]
[bookmark: _Toc307167645]Figure 5.12: First Floor Plan - Signal Strength map
[bookmark: _Toc297122121][bookmark: _Toc307167790]Adding Zones
The next stage of HABITS’ deployment is to add a number of zones to the model which highlight areas of interest. These zones are areas on the map which enable rules to be set up recording when a tag enters or exits a zone.  If the Ekahau RTLS has been in use for a few weeks, then running a clustering algorithm can reveal areas where a tag is often reported.  The unsupervised machine learning k-means clustering algorithm in the Matlab statistics tool box enables this operation to be conducted on any past positioning data that is available.  These clusters help indicate areas where zones should be set up. However it is a manual process in the ESS and knowledge of the building is the main guide when selecting these zones. 
With the zones in place, it is advisable to conduct further test surveys which indicate the expected location accuracy in each zone.  The results from the tests surveys may require recalibration of parts of the model.  They also indicate whether APs should be moved (if possible) and/or new APs added to improve accuracy.  Ekahau recommend trebling the number of APs in their ESS documentation although this fact is not advertised in their promotional material. When all recalibration is complete the new model is uploaded to the EPE. 
[bookmark: _Toc297122122][bookmark: _Toc307167791]Ekahau Rules
In order to record patterns of movement from Ekahau a number of rules require set up. These rules can be about any tag or any zone and can be formatted to give only the required information. The rules are specified with XML commands and XML is also employed to query the EPE on the results of the rules. Specific rules that are designed for HABITS are a Zone entry rule (Figure 5.13) and rules to tell if a tag is in motion or is stationary.  These interface with the accelerometer contained in the Ekahau tags.  
http://193.61.190.42:8550/epe/eve/rulecreate?name=zonerule&enterzoneid=any

[bookmark: _Toc307167646]Figure 5.13: Zone entry rule

This rule output (Figure 5.14) specifies which tag (person) enters which zone and gives the exact time at which the tag entered the zone.  
<ZONEENTERED>
  <eventid>4152779</eventid> 
  <ruleid>4152315</ruleid> 
  <tagid>105463684135</tagid> 
  <mac>00:18:8E:20:1C:27</mac> 
  <name>Ekahau 301b display</name> 
  <posx>680</posx> 
  <posy>281</posy> 
  <posmodelid>3621806</posmodelid> 
  <posmapid>7</posmapid> 
  <poszoneid>58</poszoneid> 
  <posmapname>02 - Block MS - First Floor Pl</posmapname> 
  <poszonename>18 - Eoghan's Desk</poszonename> 
  <postime>1285682819860</postime> 
  <postimestamp>2010-09-28 15:06:59+0100</postimestamp> 
  <eventtime>1285682820046</eventtime> 
  <eventquality>75</eventquality> 
  <type>t301b</type> 
</ZONEENTERED>

[bookmark: _Toc307167647]Figure 5.14: Zone-enter event XML response

The output from this rule contains numerous fields but these may be parsed to give Tag ID, Zone ID and Timestamp as the sample rule output in Figure 5.15 shows. Figure 5.14 displays the zone-enter rule response for one zone-enter event, displaying all available fields. Figure 5.15 displays the zone-enter rule for one zone-enter event showing only the fields required for HABITS operation.

<ZONEENTERED>
  <tagid>105463684135</tagid> 
  <poszoneid>58</poszoneid> 
  <eventtime>1285682820046</eventtime> 
</ZONEENTERED>
[bookmark: _Toc289783811][bookmark: _Toc307167648]Figure 5.15: Zone enter event - HABITS

The output from the Ekahau EPE may be accessed in two ways depending on the data requirement. When HABITS is deployed live to make predictions the output comes from a live eventstream rule.  This stream gives Zone entered and In Motion events as they happen.  The XML query to the EPE shown in Figure 5.16 outputs this information as it becomes available.
%For online – look at live stream for zone enter and In motion rules
http://193.61.190.42:8550/epe/eve/eventstream?ruleid=4152315
[bookmark: _Toc307167649]Figure 5.16: XML query to the EPE

When the history of events is required for learning user movement habits and for system testing, the historylist command is called along with the rules required.  This gives all past movement through zones and the corresponding In motion events along with timestamps for both.

%For learning and testing use past zone entered information
http://193.61.190.42:8550/epe/eve/historylist?ruleid=4152315&4512324
[bookmark: _Toc307167650]Figure 5.17: XML historylist query to the EPE

As each tag contains an accelerometer, a rule is set up (Figure 5.18) to record when a tag starts to move. This is known as an in motion rule.

% in motion rule
http://193.61.190.42:8550/epe/eve/historylist?ruleid=67003&since2010-09-24%2014:00:00
[bookmark: _Toc307167651]Figure 5.18: XML in-motion rule

This data is stored along with the zone entered data and, in addition to signaling for HABITS to begin its calculation, is used to cleanse wild journeys that are due to signal fluctuations.  That is, HABITS only begins operation after an ‘in motion’ event has been recorded. Figure 5.19 shows the output given by the EPE after an in-motion event has been detected.
- <SCAN>
  <eventid>4251362</eventid> 
  <ruleid>67003</ruleid> 
  <tagid>105463683717</tagid> 
  <mac>00:18:8E:20:1A:85</mac> 
  <name>Ekahau 301b no display</name> 
  <posx>349</posx> 
  <posy>177</posy> 
  <posmodelid>4167882</posmodelid> 
  <posmapid>8</posmapid> 
  <poszoneid>81</poszoneid> 
  <posmapname>03 - Block MS - Second Floor P</posmapname> 
  <poszonename>22 - Decision point centre 2nd</poszonename> 
  <posquality>21</posquality> 
  <posreason>2</posreason> 
  <postime>1286452199552</postime> 
  <postimestamp>2010-10-07 12:49:59+0100</postimestamp> 
  <posfilter>FAIL</posfilter> 
  <batterylevel>32</batterylevel> 
  <charging>FALSE</charging> 
  <eventtime>1286452199656</eventtime> 
  <type>t301b</type> 
</SCAN>
[bookmark: _Toc307167652]Figure 5.19: XML output from the in-motion event
[bookmark: _Toc297122123][bookmark: _Toc307167792]HABITS Pre-Operation
For HABITS to operate, two separate phases must be performed: Pre-operation and Operation. Figure 5.20 shows a flow diagram of the pre-operation phase when HABITS is implemented in an indoor Wi-Fi environment.
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[bookmark: _Toc307167653]Figure 5.20: HABITS pre-operation phase

The stages shown in Figure 5.20 are as follows. At stage-1 the underlying tracking system is deployed. This facilitates the learning of past movements and provides a starting point from which predictions can be made when HABITS is in operation.

In order to collect historical movement data a topological map of the test area is created.  A topological map is one which consists of a number of nodes representing places of interest which are connected by edges representing paths on which a user may travel. These areas are covered by zones in Ekahau which enable reporting of when a person carrying a mobile Wi-Fi device enters or leaves them (Figure 5.20-2).  The zones shown in Figure 5.21 represent areas on the ground and first floors in the ISRC that are passed through frequently. Each of these zones can be considered to be a node in a connected graph. The positioning of these zones is a manual process based on expert knowledge of where a user is likely to stop and areas where they would pass through often.  Also used are locations where a user has a number of options of where next to travel. 
[image: ]
[bookmark: _Toc307167654]Figure 5.21: Zones showing areas of interest

The locations of these zones relative to one another can now be represented as an adjacency matrix and hence a connected graph. To perform this each node in the graph representing a zone is given a unique ID between 1 and n, were n is the number of zones. 
[bookmark: _Toc297122124][bookmark: _Toc307167793]Adjacency matrix
By querying the EPE the list of zones is retrieved and each zone is allocated a unique ID.  For the two floors in the MS building there are 19 zones in total. Using the zone map, an adjacency matrix of size n x n is manually created.  The corresponding zone-node list enables all zone data from the EPE to be manipulated as if each zone was the node in the connected graph. Figure 5.22 shows a connected graph representation of the two floors in the ISRC. The edges between nodes show paths that may be travelled and represent the movements of Wi-Fi tracked people in the building.  The numbers on the nodes are those used by the zone to node conversion table. Table 5.1 shows the Adjacency matrix for all the zones in the ISRC.
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[bookmark: _Toc307167655]Figure 5.22: MS building represented as a graph

[bookmark: _Toc307167551]Table 5.1: Adjacency Matrix for Zones in the MS Building

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19

	1
	1
	1
	0
	0
	0
	1
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0

	2
	1
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	3
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	4
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0

	5
	0
	1
	1
	1
	0
	1
	1
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0

	6
	1
	0
	0
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	7
	0
	0
	0
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	8
	0
	0
	0
	0
	1
	0
	1
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0

	9
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	10
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	11
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	0
	1
	0
	0
	0

	12
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	1
	1
	0
	1
	0
	0
	0

	13
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	0
	1
	0
	1
	0
	0
	0

	14
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	0
	0
	1
	0
	0
	0

	15
	0
	0
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0

	16
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	1
	1
	0
	1
	1
	1

	17
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	1
	1

	18
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	0
	1

	19
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	1
	1
	1
	0


[bookmark: _Toc297122125][bookmark: _Toc307167794]Distance matrix

In addition to the adjacency matrix, the distance between nodes is required to facilitate dead reckoning when HABITS is in operation.  Two methods are available to calculate this distance. The first involves manually taking measurements from the ESS. The second involves manual measurement of the distance from one node to another. By timing an averaged paced walk over this distance the speed of movement is calculated by the standard formula: speed = distance/time.  When this guide for speed is calculated, a standard walk is taken around the complete building with the time to move from one node to the next recorded.  With the travel time from one node to the next available a simple calculation can convert this into distance measurements and the distance matrix is created with values in the same locations as those in the adjacency matrix. Figure 5.23 shows a graphical representation of this matrix.
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[bookmark: _Toc307167656]Figure 5.23: Zones represented as graph nodes showing travel time (s) between nodes
[bookmark: _Toc297122126][bookmark: _Toc307167795]Wait nodes
A key factor in any movement pattern is areas where a user stops often such as their work station; we call these ‘wait nodes’. These wait nodes are often targets when a person is moving and equate to likely destinations during any movement sequence. As part of the set up process of the Ekahau RTLS, each person (tag) is given a unique ID by the ESS. In order to process the output from the zone enter rule, these IDs facilitate separating out people’s movements. This is performed by grouping each by Tag ID and separating each into a separate matrix. This leaves two variables in the matrix – which zone was entered and the time at which it was entered.  By subtracting the time entered from the next time on the list, the time spent in each zone is obtained.  

If a tag remained in a zone for > 3 minutes, then it was designated as a wait node. By averaging the time spent in a particular zone it is possible to discover which are used most often.  Those nodes with high wait times were checked and it was discovered that a number of these were actually building exits.  Any node that did not have a significant wait time was designated as a transition node. 

Many movement habits are often time related and occur with greater likelihood during certain periods of the day. For a standard working environment we group these into morning, lunch, evening and other as Table 5.2 shows. The vast majority of journeys take place within the first three time periods and therefore any movement in the other period was discarded for the purposes of learning movement habits.

[bookmark: _Toc307167552]Table 5.2: HABITS Time Periods

	Time Period
	From
	To

	Morning
	08.31
	10.30

	Lunch
	10.31
	14.00

	Evening
	14.00
	18.00

	Other
	18.01
	08.30



The output here is a Node type list which gives a code to each node classifying it as: Wait, Transition or Exit.  This node identification process requires manual tweaking in order to indicate which nodes are Exits. Table 5.3 shows the output of the zone entered rule with a number of operations performed.  The data shown has been filtered by one day (Monday) and one user (Tag ID 105463684135).  

The nodes in between wait nodes are known as transition nodes. A transition node is any node that is not a wait nodes or manually designated as an Exit node. 
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[bookmark: _Toc307167553]Table 5.3: Sample Movement for a single user during a single day

	Current Node
	Time entered
	Previous Node
	Time entered
	Time spent in node
	Wait Node
	Period of day
	Transition nodes

	
	
	
	
	
	
	
	

	10
	10:05:11
	
	
	0:00:06
	FALSE
	Morning
	10

	19
	10:05:17
	10
	10:05:11
	0:00:06
	FALSE
	Morning
	19

	18
	10:05:23
	19
	10:05:17
	0:25:10
	18
	Morning
	Wait

	16
	10:30:33
	18
	10:05:23
	0:00:14
	FALSE
	Lunch
	16

	14
	10:30:47
	16
	10:30:33
	0:02:04
	14
	Lunch
	Wait

	16
	10:32:51
	14
	10:30:47
	0:00:08
	FALSE
	Lunch
	16

	18
	10:32:59
	16
	10:32:51
	0:28:44
	18
	Lunch
	Wait

	17
	11:01:43
	18
	10:32:59
	0:01:17
	17
	Lunch
	Wait

	18
	11:03:00
	17
	11:01:43
	1:07:04
	18
	Lunch
	Wait

	16
	12:10:04
	18
	11:03:00
	0:00:05
	FALSE
	Lunch
	16

	15
	12:10:09
	16
	12:10:04
	0:00:08
	FALSE
	Lunch
	15

	4
	12:10:17
	15
	12:10:09
	0:00:07
	FALSE
	Lunch
	4

	5
	12:10:24
	4
	12:10:17
	0:00:09
	FALSE
	Lunch
	5

	3
	12:10:33
	5
	12:10:24
	0:13:44
	3
	Lunch
	Wait

	5
	12:24:17
	3
	12:10:33
	0:00:05
	FALSE
	Lunch
	5

	4
	12:24:22
	5
	12:24:17
	0:00:08
	FALSE
	Lunch
	4

	15
	12:24:30
	4
	12:24:22
	0:00:09
	FALSE
	Lunch
	15

	16
	12:24:39
	15
	12:24:30
	0:00:07
	FALSE
	Lunch
	16

	18
	12:24:46
	16
	12:24:39
	0:50:18
	18
	Lunch
	Wait

	16
	13:15:04
	18
	12:24:46
	0:00:10
	FALSE
	Lunch
	16

	15
	13:15:14
	16
	13:15:04
	0:00:06
	FALSE
	Lunch
	15

	4
	13:15:20
	15
	13:15:14
	0:00:06
	FALSE
	Lunch
	4

	5
	13:15:26
	4
	13:15:20
	0:00:07
	FALSE
	Lunch
	5

	6
	13:15:33
	5
	13:15:26
	0:00:07
	FALSE
	Lunch
	6

	out
	13:15:40
	6
	13:15:33
	0:54:37
	out
	Lunch
	Wait

	6
	14:10:17
	out
	13:15:40
	0:00:06
	FALSE
	Evening
	6

	5
	14:10:23
	6
	14:10:17
	0:00:07
	FALSE
	Evening
	5

	7
	14:10:30
	5
	14:10:23
	0:00:47
	7
	Evening
	Wait

	8
	14:11:17
	7
	14:10:30
	0:00:08
	FALSE
	Evening
	8

	10
	14:11:25
	8
	14:11:17
	0:00:09
	FALSE
	Evening
	10

	19
	14:11:34
	10
	14:11:25
	0:00:06
	FALSE
	Evening
	19

	18
	14:11:40
	19
	14:11:34
	1:22:43
	18
	Evening
	Wait

	16
	15:34:23
	18
	14:11:40
	0:00:10
	FALSE
	Evening
	16

	14
	15:34:33
	16
	15:34:23
	0:01:15
	14
	Evening
	Wait

	16
	15:35:48
	14
	15:34:33
	1:16:14
	16
	Evening
	Wait

	18
	16:52:02
	16
	15:35:48
	0:00:07
	FALSE
	Evening
	18

	19
	16:52:09
	18
	16:52:02
	0:00:09
	FALSE
	Evening
	19

	10
	16:52:18
	19
	16:52:09
	0:00:00
	FALSE
	Evening
	10

	out
	16:52:18
	10
	16:52:18
	
	FALSE
	Evening
	out



All of these calculations are carried out offline with if-then-else rules applied to the zone enter data. This data cleansing process is performed with Microsoft Excel spreadsheets.  Sample equations are listed here to find wait nodes (Figure 5.24) and to mark each journey by time period (Figure 5.25). 

% To check and see if a node is a wait node, in this sample the wait period is set to 15 seconds
=IF(G5>=$A$2,C5,FALSE) 

[bookmark: _Toc307167657]Figure 5.24: Rule to check if a node is a wait node

%To extract the time periods, (B1 = 10.30, C1 = 14.00)
=IF(D5<$B$1,"Morning",IF(AND(D5>=$B$1,D5<$C$1),"Lunch",IF(D5>$C$1,"Evening"))) 
[bookmark: _Toc297122127]
[bookmark: _Toc307167658]Figure 5.25: Rule to set time period
[bookmark: _Toc307167796]Transition matrix
From the adjacency matrix it is possible to determine which cell should contain a probability value in the corresponding transition matrix.  The only cells populated with a non-zero value are those which are directly connected with no intermediate nodes.  From the zone entered data, the full sequence of nodes visited during the test period is available and from this a count of the number of times a particular node followed another one can be extracted.  The count of each movement from a particular node facilitates generation of the transition matrix.  A transition matrix gives the probability of moving from one node to the next, based solely on node to node historical movement records.  For each node, the number of times a user passes through is recorded and this generates a Probability Mass Function (PMF) at each possible movement location in the transition matrix. 

In order to generate a transition matrix the following procedure is conducted:

(a) Using all of the testing data available, run the zone entry rule ‘historylist’ XML query to the EPE (Figure 5.26).

http://193.61.190.42:8550/epe/eve/historylist?ruleid=66992&since2010-09-29 00:00:00

[bookmark: _Toc307167659]Figure 5.26: XML history query

(b) Parse the data returned so that only a vector containing the Zone ID fields remains[footnoteRef:2]. [2:  Repeating zone/node IDs are due to signal fluctuations and are only counted as one zone.] 


(c) Convert this to the corresponding Node IDs using the Zone to Node equivalency table. Figure 5.27 shows a vector of the nodes visited during one week by a single test subject.


% vector containing the sequences of all nodes visited during 1 week
x=[24	18	19	19	19	18	21	22	24	21	24	21	19	19	19	24	20	24	18	18	19	24	12	18	18	19	12	19	24	10	20	12	18	18	18	18	19	10	24	18	9	24	19	18	24	18	21	4	22	24	12	24	4	18	18	19	19	18	24	18	19	18	16	19	18	18	18	19	18	18	19	18	10	20	22	24	18	18	18	24	22	24	21	4	1	12	22	24	19	18	16	13	18	19	19	19	18	24	24	5	24	18	19	19	18	18	18	24	22	24	22	20	21	4	18	19	18	1	21	1	4	18	19	19	19	18	16	10	20	22	18	18	18	24	20	9	24	22	19	19	18	21	10	10	20	19	19	18	19	18	19	18	19	19	22	24	22	20	24	18	19	23	19	19	23	19	23	18	24	24	22	4	18	19	23	18	24	10	20	24	18	19	19	18	24	18	19	19	19	18	16	24	18	19	19	19	19	19	18	16	24	16	16	24	12	18	19	18	21	22	12	24	21	4	18	19	18	18	18	18	16	24	18	18	21	5	7	5	22	24	24	22	24	18	18	10	20	12	22	24	18	19	18	19	18	24	18	18	18	19	19	19	18	18	19	18	24	20	18	9	24	18	19	18	19	19	18	24	10	20]

[bookmark: _Toc307167660]Figure 5.27: Nodes visited during 1 week

(d) Using the sparse ( ) function (Figure 5.28) (Eng-tips, 2011), in Matlab a vector containing a list of nodes can be automatically converted into a matrix showing the number of times a particular number follows another one (Table 5.4).  
(e) 

%To output a new matrix A showing the number of times one node follows the other, use the formula below where A(i, j) holds the number of changes from i to j.
A=full(sparse(x(1:end-1),x(2:end),1))

[bookmark: _Toc307167661]Figure 5.28: Function to count movement from node to node (Eng-tips, 2011)


[bookmark: _Toc307167554]Table 5.4: Number of node to node journeys

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19

	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	2
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	3
	0
	0
	0
	0
	3
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	4
	0
	0
	0
	0
	6
	0
	0
	0
	0
	0
	0
	0
	0
	0
	4
	0
	0
	0
	0

	5
	0
	0
	2
	4
	0
	4
	2
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	6
	0
	0
	0
	0
	4
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	7
	0
	0
	0
	0
	0
	0
	0
	2
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	8
	0
	0
	0
	0
	0
	0
	0
	0
	2
	4
	0
	0
	0
	0
	0
	0
	0
	0
	0

	9
	0
	0
	0
	0
	0
	0
	0
	2
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	10
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	10

	11
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	12
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0

	13
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0

	14
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	5
	0
	0
	0

	15
	0
	0
	0
	6
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	4
	0
	0
	0

	16
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	5
	6
	0
	1
	11
	0

	17
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	5
	0

	18
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	14
	3
	0
	7

	19
	0
	0
	0
	0
	0
	0
	0
	0
	0
	7
	0
	0
	0
	0
	0
	0
	2
	8
	0

	
	
	



	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


(f) Dividing the number of movements from cell a to cell b by the total number of movements from cell a, gives the probability mass function for each node to node transition. Table 5.5 contains a PMF for all visited nodes. Those nodes which are allowed by the adjacency matrix but unvisited during this one week test sequence are denoted as U.

To ensure that only valid movements (nodes directly connected) are allowed, this transition matrix is checked against the adjacency matrix to avoid invalid movements (missing an intermediate node) recorded by Ekahau.  This check also reveals whether a node sequence has been visited during the time period.  

[bookmark: _Toc307167555]Table 5.5: Transition Matrix for one week’s movement

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19

	1
	U
	1
	0
	0
	0
	U
	0
	0
	0
	0
	U
	0
	0
	0
	0
	0
	0
	0
	0

	2
	U
	0
	.33
	0
	U
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	3
	0
	U
	0
	0
	.23
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	4
	0
	0
	0
	0
	.46
	0
	0
	0
	0
	0
	0
	0
	0
	0
	.40
	0
	0
	0
	0

	5
	0
	U
	.67
	.40
	0
	1
	1
	.17
	0
	0
	0
	0
	0
	0
	0
	U
	0
	0
	0

	6
	U
	0
	0
	0
	.31
	U
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	7
	0
	0
	0
	0
	U
	0
	0
	.33
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	8
	0
	0
	0
	0
	U
	0
	U
	0
	1
	.36
	0
	0
	0
	0
	0
	0
	0
	0
	0

	9
	0
	0
	0
	0
	0
	0
	0
	.33
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	10
	0
	0
	0
	0
	0
	0
	0
	.17
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	.59

	11
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	U
	U
	U
	0
	U
	0
	0
	0

	12
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	U
	U
	0
	U
	0
	0
	0

	13
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	U
	U
	0
	U
	0
	.04
	0
	0
	0

	14
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	U
	U
	U
	0
	0
	.20
	0
	0
	0

	15
	0
	0
	0
	.60
	U
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	.16
	0
	0
	0

	16
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	U
	1
	1
	1
	.60
	0
	.17
	.46
	U

	17
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	.04
	0
	.21
	U

	18
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	.56
	0.5
	0
	.41

	19
	0
	0
	0
	0
	0
	0
	0
	0
	0
	.64
	0
	0
	0
	0
	0
	U
	.33
	.33
	0




(g) 
[bookmark: _Toc297122128][bookmark: _Toc307167797]Speed
Using the distance values from the manually created distance matrix, the speed is calculated from: speed = distance/time.  Values for speed over 5 m/s (too fast) or under 0.5 m/s (too slow) are removed and then all journeys are averaged to get an individual user travel speed. This is different for individual users while travelling alone. An average user speed of 2 m/s is applied to all new users until their own average speed may be calculated.
[bookmark: _Toc297122129][bookmark: _Toc307167798]Preferred Paths
The transition matrix by itself gives only general predictions. A deeper analysis of the data using wait nodes is required to learn patterns of movement that would realistically equate to a user’s movement habits. The sequence of nodes from one wait node to another are called a path and the most common of these we called preferred paths. Users often travel preferred paths at a particular time of day and the likelihood of particular destinations are increased or decreased at certain times of the day. For example, the probability of travelling to the canteen increases at lunchtime, between 10.30 am-2.00 pm. Figure 5.29 shows the sequence of nodes making up a preferred path from the desk to the canteen. 

[image: ]
[bookmark: _Toc307167662]Figure 5.29: Preferred Path from Desk to Canteen


When the wait zones are identified, all journeys between them are grouped and ordered by time period.  The frequency of each journey over the day and over each period are calculated giving the preferred paths and their frequency at particular time periods. Table 5.6 shows the preferred path statistics for one week.  Certain journeys occur with a high frequency such as the journey from node 10 to 18 which occurs during 4 mornings in the week.  This journey is from the car park to the subject’s desk.

[bookmark: _Toc307167556]Table 5.6: Preferred Path Frequency for 1 week’s movement

	Start Node
	End Node
	Total Number of journeys
	Journeys by time period

	
	
	
	Morning
	Lunch
	Evening

	3
	18
	3
	0
	3
	0

	6
	19
	3
	0
	2
	1

	9
	18
	2
	0
	1
	1

	10
	18
	4
	4
	0
	0

	10
	17
	1
	1
	0
	0

	16
	10
	4
	0
	0
	4

	17
	6
	1
	0
	1
	0

	18
	3
	2
	0
	2
	0

	18
	6
	3
	0
	3
	0

	18
	10
	3
	0
	1
	2



In addition to time period regularity, some of the preferred paths contain the same sequence of characters up until a converging point. At this point if the time period does not give a higher probability, then the frequency within the period is examined.  In Table 5.7, the first two journeys diverge at the 2nd node and both occur in the morning. However, the frequency of the second is much greater than the frequency of the first. 

The second two journeys in Table 5.7 do not diverge until the 5th node at which point frequency of the journey again gives a journey with much higher probability. These preferred path statistics are stored as vectors to allow for automatic calculation of the new probability that their influence causes.

[bookmark: _Toc307167557]Table 5.7: Frequency of same initial nodes PP within the same time period

	1st node
	2nd Node
	3rd Node
	4th Node
	5th Node
	6th Node
	Number of times repeated
	Time period
	Probability

	10
	19
	17
	
	
	
	1
	Morning
	0.20

	10
	19
	18
	
	
	
	4
	Morning
	0.80

	18
	16
	15
	4
	5
	3
	2
	Lunch
	0.25

	18
	16
	15
	4
	5
	6
	6
	Lunch
	0.75




When preferred path statistics are gathered for a number of users, correlations between them are simply extracted.  When more than one user begins a journey at the same time (within 10 seconds), HABITS looks for similarities in the preferred paths of both. If two users enter the same zone at the same time then not only does HABITS check to see if they are on a preferred path but it also looks for links between the preferred paths and the destination nodes. This is done to deal with users travelling together and influencing one another’s choice of destination, such as both going to a tea or smoking break. This only applies to users who have the same base node or who work in the same office.

Table 5.8 shows the preferred path sequence taken by two users A and B during the day. This path from node 18 to node 4 represents a journey from the users’ base node to the designated smoking area.  As can be seen, the same sequence of nodes is repeated by both often during the same time period.  Therefore when users A and B start a journey at the same time, within seconds of one another, and are both confirmed to be on the same preferred path, the probability of their final destination is increased to that which is the greater of the two of them.  For example if user A has a predicted probability 0.4 of having node 4 as his final destination and user B has a probability of 0.6 of having node 4 as the final destination, then when both are on the same path at the same time both are given the higher probability of 0.6.

[bookmark: _Toc307167558]Table 5.8: Other users on the same path

	User
	1st node
	2nd Node
	3rd Node
	4th Node
	Number of times repeated
	Time period

	A
	18
	16
	15
	4
	4
	Morning

	A
	18
	16
	15
	4
	4
	Evening

	

	B
	18
	16
	15
	4
	5
	Morning

	B
	18
	16
	15
	4
	5
	Evening


This relational probability only exists when there is at least 75% similarity in the journeys of both to the same destination in the same time period. Stated otherwise, if a particular preferred path is travelled 4 times during the morning period by user A then it needs to be travelled at least 3 times in the morning by user B for any influence to exist. These journeys are also required to have occurred 4 or more times during one week before they are considered. 
[bookmark: _Toc297122130][bookmark: _Toc307167799]HABITS Operation
Figure 5.30 shows the main inputs and outputs of HABITS when in operation for a single iteration. When new data becomes available this process is repeated.  These contain all the information necessary to make predictions as to where a Wi-Fi tracked user will travel to next.  

[image: HABITS operation phase 1]
[bookmark: _Toc307167663]Figure 5.30: Operation of HABITS


An underlying tracking system is always required to give certain key information to HABITS. In Figure 5.30, boxes 1a-c denote the information which is provided by the Ekahau RTLS. Knowledge of where the user is, whether they are in motion or not and the exact time are essential for HABITS to function.  This is the only live information that HABITS processes. 

[bookmark: _Toc307167559]Table 5.9: HABITS operation variables

	Name
	Code
	Description

	Type 1: Learned Offline

	Incidence Matrix
	I
	Describes which nodes are connect to which

	Distance matrix
	D
	Describes node to node distance

	Transition Matrix
	T
	Initial probability of moving from one node to another

	Preferred Path Matrix
	PP
	Probability of travelling common routes

	Other User Matrix
	OU
	Influence of other users

	Speed
	s
	Average user speed

	Black spot zone
	BSZ
	Areas of poor location accuracy

	Type 2: Reference Lists

	Node Type matrix
	NT
	Wait, Transition or Exit

	Node/Zone Conversion
matrix
	NZ

	List giving the Zone IDs supplied by Ekahau and the corresponding Node Ids used by HABITS

	Zone Centroid matrix
	ZC
	Zone centre to calculate Euclidian Distance to each position

	Type 3: Online or Live

	Ekahau Estimate
	EE
	X, Y, Timestamp, Zone entered

	In Motion Rule
	m
	Boolean (Yes/No)

	Type 4: During HABITS Operation

	Current Node
	CN
	from Ekahau

	Previous Node
	PN
	when available

	Next Node
	NN
	Predicted next node

	Prediction Time
	pt
	Time at which predicted location is required



Once the live user information is received, HABITS checks the matrices (Figure 5.30 - 2a & 2c) to see what constraints on movement exist. Combining these constraints with the data from Ekahau enables an initial probability prediction to be made from the transition matrix (Figure 5.30 - 2b). Information about node types and preferred paths is now added to HABITS to further improve the accuracy of the predictions as Figure 5.30 - 3a & 3b depict. Predictions from HABITS depend on the time scale required and may be short term, 4a (a few seconds), medium term, 4b (a few minutes – end of current journey) or longer term, 4c (later that day or week). The last stage of the operation of HABITS involves taking a particular action based on the predictions provided if the probability confidence is high enough or plotting these future locations on a map.

Table 5.9 describe the variables that are required for the operation of HABITS.  These are of four different types depending on their stage of application in the operation of HABITS.
[bookmark: _Toc297122131][bookmark: _Toc307167800]HABITS activation 
A number of constraints on the operation of HABITS exist, they include:
· HABITS begins operation when an In-motion event (m) is received from the EPE.  
· The current node from the Ekahau Estimate (EE) must be a wait node in order for predictions to be made.
· The Preferred path (PP) rules need at least two nodes to be recorded before they are applied.  
· When it starts moving, the last node entered/wait node is considered the current node (CN), the value of this node is given xt-1 and the probability of this node is given as 1 (assuming the previous node was not an exit node). This initial location is checked in the matrices to see where it is possible to move to next.

The steps required for the activation of HABITS are listed here:  

(1) Let current node (CN) = ‘from’ node (CN) in Transition matrix (T)

(2) Output vector showing all possible next nodes using function in Figure 5.31. 

%Extract Vector from transition matrix
function vector = get_vector(CN,T)
vector=T(CN, :);
end

[bookmark: _Toc307167664]Figure 5.31: Function to extract current vector from TM

(3) Bel(xt) = vector (NN)

(4) Next update from Ekahau = zt (EE)

Repeat steps 1 and 2

(5) Let first two node locations be equal to xt (CN) and xt-1 (PN). Check preferred path table (PP) at location xt-1, then in section xt, output possible next nodes according to preferred path vector (Figure 5.32)

%preferred path mfile
function p_node = ppath(PP,CN,PN) 
for i = 1:16 
if (PP(i, 1)== CN) & (PP(i, 2)==PN)
        p_node(i, :)=PP(i, :);
    end
end

[bookmark: _Toc307167665]Figure 5.32: M-file to calculate PP

(6) Combine probabilities from the transition matrix (T) and the preferred path (PP) using the function shown in Figure 5.33. Sample output of this function is displayed in Figure 5.34.  Note: The result may be greater than one and whilst this is not a valid probability it is used as an in indicator of the most probably next node.

%Calculated the new vector from transition and preferred path
function combining_vectors = new_vector(vector(CN),PP(CN))
product_pp_nv= vector(CN).* PP(CN)
new_vector= vector(CN)+product_pp_nv
end

[bookmark: _Toc307167666]Figure 5.33: Function to combine probabilities

>> product_pp_nv= vector(CN).* PP(CN)
product_pp_nv =
    0.4020         0    0.1320         0         0
>> new_vector= vector(CN)+product_pp_nv
new_vector =
    1.0020         0    0.5320         0         0

[bookmark: _Toc307167667]Figure 5.34: Sample output from combine probability function

(7) Check other user (OU) rule, then if other user is in same area check for correlations between users and if they exist, assign both the higher probability. 

(8) When the final probability estimate is calculated, use speed, time and distance and work out where most likely location at t+1, t+2 …t+10 (after that accuracy is too low). Figure 5.35 shows the function to calculate time of arrival and Figure 5.36 shows a sample output of this function.

%Find the time at which the predicted next node will be reached
function predict_time(NN, D, s, new_vector)
distance_vector=vector(NN, D);
arrival_time=distance_vector*s;
'Prediction HABITS at node', NN, 'with probability', new_vector(1), 'at time t +', arrival_time(1), 'secs'
end

[bookmark: _Toc307167668]Figure 5.35: Function to calculate time of arrival at next node

%Result predict_time function
>> predict_time(NN, D, s, new_vector)
ans =
Prediction HABITS at node     2	with probability    1.0020	at time	t +	10 secs

[bookmark: _Toc307167669]Figure 5.36: Output - predict time of arrival function

Constraints:
· If node 2 is a wait node then no further predictions are made unless another in_motion event is received.
· Whenever a new update zt (EE) is received from the Ekahau RTLS then the process is repeated unless the next Zone is given as a black spot zone (BSZ).  If this is the case then predictions from HABITS are extended from the last good estimate.

[bookmark: _Toc297122132][bookmark: _Toc307167801]Medium and Long Term Behaviour Suggestions
Steps 1 to 8 are for real-time or short term predictions.  Medium term predictions are calculated based on the longest and most probable preferred paths. Effectively they predict the final destination of each journey. Longer term predictions are based solely on frequency of usage of preferred paths and wait nodes, considered by time period and day, i.e.  predictions for lunchtime Wednesday are based on any preferred path and or wait node evidence for lunchtime periods and Wednesdays, if previous data is available.

[bookmark: _Toc297122133][bookmark: _Toc289783813][bookmark: _Toc307167802]Updates outside of zones
When HABITS receives an update, zt, it is of the format x, y, zoneentered and timestamp. However, when HABITS is used in real-time, not all of the updates received are in zones.  Some of these are in between zones and are dealt with in the following way. Each zone is made up of a polygon of coordinates which can be extracted from the EPE by an XML query. The result of this query for the Eoghan’s desk zone is shown in Figure 5.37.

 <ZONE>
  <zoneid>58</zoneid> 
  <zonename>18 - Eoghan's Desk</zonename>  <polygon>461.06,205.22;724.39,197.44;771.17,340.00;462.17,327.67;</polygon> 
  <mapid>7</mapid> 
</ZONE>

[bookmark: _Toc307167670]Figure 5.37: XML response showing polygon coordinates for zone 18

By extracting these polygons from the model and converting them to separate vectors for the x and y coordinates, the centre of the polygon to be found using the Matlab function polygeom (Sommer, 2008) shown in Figure 5.38.

%Function to find the centroid of a polygon
datazone1=polygeom(polyX,polyY)
centrezone1=datazone1(2:3)
centrezone1 =
  767.2250  172.2200

[bookmark: _Toc307167671]Figure 5.38: Centroid of polygon function

The locations of all zones are tested to ensure that they will give a reasonable level of accuracy. However, updates in other areas may be of lower accuracy.  For this reason when an update is received from Ekahau, a check is run on the location to find the zone closest to it.  The prediction calculation is then conducted using the nearest zone as if it was the zone from which the update originated. In order to calculate the closest zone to the update, another mathematical technique is used. The k-nearest neighbour (k-NN) machine learning algorithm (Matlab statistics toolbox) enables finding the closest point to the current one.  By deploying the k-NN tool the closest zone and hence node is extracted as Figure 5.39 displays. 
%The centres of all zones are held in the zonecentrematrix
%The positionquerymatrix takes the last known fix from Ekahau that was NOT in a zone
positionquerymatrix=[693 139]
k=1
nearestzone=kNearestNeighbors(zonecentermatrix, positionquerymatrix, k)
nearestzone =
    20

[bookmark: _Toc307167672]Figure 5.39: Function to find closest zone to an update

In the following section we give a worked example of an actual journey in the ISRC and show the output at each stage in terms of calculations and diagrams.
[bookmark: _Toc297122134][bookmark: _Toc307167803]HABITS worked example
The following is an example movement scenario taken from real movement data for a user within the ISRC. The user has left his desk. HABITS is attempting to predict where he will go to next.  The pseudo code (Figure 5.40), associated diagrams (Figures 5.41-5.45) and tables (Tables 5.10-5.12) detail the scenario and the steps HABITS takes in order to perform a successful prediction. Figure 5.40 describes the steps taken by HABITS to make a prediction.  

1. If tag = Eoghan  
2. node = 5 and previous node = 4
3. node 5 NOT = wait node
4. Action = calc next node,
5. On preferred path - NO
6. Next node = Either 2,3,6,7,8 %All have non-zero Probability
7. Check time period = Lunch
8. If time = Lunch THEN next node is 6 or 3 %Probability > 80%
9. Check other users in area
10. If with John THEN  next node = 6 %John doesn’t go to the canteen
11. If with Mary THEN next node = 3 %Mary usually goes to the canteen
12. If alone then next node = 6(40%) OR 3(40%)  %wait for more info
13. Use speed and distance to calculate position at time t
14. Calculate and show positions at t+1, t+2 ..t+n

[bookmark: _Toc307167673]Figure 5.40: HABITS sample scenario

In Figure 5.41, an update, E1, has been received from the Ekahau RTLS.  This update is not in a zone so applying the k-NN search the closest node is found to be node 16.  Given that the last zone entered update was from the wait node 18, HABITS now possesses new items of information. 

	xt = node 16, xt-1 = node 18 and user Eoghan is ‘in-motion’.

From this new information HABITS can offer only a general prediction of the possible next node that will be visited. Eight different options are possible at this stage.  Node 16 is not a ‘wait node’ therefore HABITS does not consider this to be the end of the current journey. The options at node 16 are listed in Table 5.10.

[bookmark: _Toc307167560]Table 5.10: Probabilities from the transition matrix at node 16
	Node Number
	15
	13
	12
	11
	14
	17
	19
	5

	Bel(xt)
	0.27
	0.05
	0.05
	0.01
	0.05
	0.05
	0.01
	0.01


Whilst node 15 is given as having a much higher probability than the other possible next nodes, 0.27 is too low to make any kind of reasonable prediction so HABITS must wait for more information from Ekahau.

Figure 5.41 also shows that another location update has been received from Ekahau, E2.  This time, between nodes 15 and 4. HABITS knows from the previous bel(xt) that node 15 was one of the last possible nodes. Therefore, even though node 15 is slightly closer to the update than node 4 (from the k-NN, 15 closest, followed by 4), node 4 is chosen as the next node from which to make a calculation.  At this point, due to a lack of other options and the fact that HABITS has information about the previous four nodes 18-16-15-4, a reasonably confident prediction can be made that the next node to be visited is node 5. 

[image: ]
[bookmark: _Toc307167674]Figure 5.41: Second update received from Ekahau

Figure 5.42 depicts the situation where a third update has been received from Ekahau which is very close to node 5.  Given the previous node sequence, the distance from the third update to node 5 and the previous prediction, HABITS carries out the next prediction based on node 5 as its current node. As node 5 is also a transition node, possible predictions from the transition matrix give five possible next nodes as Table 5.11 shows. At this stage no prediction can be made as no next node has a higher probability.

[bookmark: _Toc307167561]Table 5.11: Probabilities from the transition matrix at node 5

	Node Number
	3
	2
	6
	7
	8

	Bel(xt)
	0.17
	0.02
	0.31
	0.15
	0.02




[image: ]
[bookmark: _Toc307167675]Figure 5.42: Third Update received from Ekahau


Figure 5.43 shows how the probabilities change when the preferred paths for the current time period are checked. As the time period is equal to ‘lunch’ and the previous node sequence is quite extensive at this stage, two nodes, 3 and 6 now possess a significantly higher probability than the other possible nodes. The preferred path statistics are shown in Table 5.12.


[bookmark: _Toc307167562]Table 5.12: Preferred Path options at node 5

	1st node
	2nd Node
	3rd Node
	4th Node
	5th Node
	6th Node
	Number of times repeated
	Time period
	Probability

	18
	16
	15
	4
	5
	3
	2
	Lunch
	0.25

	18
	16
	15
	4
	5
	6
	6
	Lunch
	0.75


[image: lunch and pp]
[bookmark: _Toc307167676]Figure 5.43: Preferred path and Time period is equal to lunch

[image: ]
[bookmark: _Toc307167677]Figure 5.44: Checking other users rule


HABITS can now say with over 80% confidence that the next node to be visited will be either node 3 or node 6.  To further increase the accuracy of the predictions, HABITS checks to see if there are any other users in the area. Figure 5.44 depicts a position update being received from John. Examining the preferred path of John reveals that John does not go to node 3.  As the paths of Eoghan and John are regularly taken together, combining John’s ‘preferred path’ probability with Eoghan’s gives a new prediction that Eoghan will go to node 6 with 80% confidence.

[bookmark: _Toc307167804]Summary
This chapter discusses the implementation of HABITS for an indoor 802.11 Wi-Fi tracking test case.  HABITS is introduced in respect of its operation with 802.11 Wi-Fi by means of the Ekahau RTLS. The setup of the site specific implementation of Ekahau is first described in detail as it is installed, configured and calibrated in the ISRC.  The placement of zones and the design of the rules by which Ekahau and HABITS communicate are described. Following this, the HABITS pre-operation phase is detailed. The steps of cleansing the historical movement data, matrix creation and identification and learning of preferred paths are outlined. Next, the implementation of HABITS is discussed in detail along with the integration of the various components of HABITS to enable predictions. Finally, a detailed worked example of HABITS making predictions during a scenario in the ISRC is given. The next chapter discusses the testing and evaluation of HABITS. 


[bookmark: _Toc297248596][bookmark: _Toc307167805]Experimental Results

This chapter discusses the testing and evaluation of HABITS and of the related Ekahau RTLS. Two major areas of testing relate to how person movement modelling can improve on an existing real time locating system (RTLS) in terms of the metrics used to test positioning systems (chapter 2).  The purpose of these tests is to show how the concept of learning a person’s movement habits within a building may be used to perform two tasks.  First, improve the performance of a well-known commercial indoor tracking system in terms of accuracy, yield (where it can operate) and the latency between position updates. In order to test this, independent tests had to be conducted to establish the true accuracy, yield and latency of Ekahau RTLS. Second, knowledge of a person’s movement habits can be used to make predictions of future movements in the short, medium and long term.  

[bookmark: _Toc297248597][bookmark: _Toc307167806]Test Area

The test area is the MS Building on the University of Ulster’s Magee campus.  This building currently houses the Intelligent Systems Research Centre and also houses part of the School of Computing and Intelligent systems. The building consists of three floors, two of which are used for testing purposes.  Five entrances/exits exist in the building and total floor area is approximately 4000 Square m.  Approximately 90 people work in the building and the majority of these are Computer Science and Engineering Researchers. 

The rooms in the building are a combination of walled offices, open plan research areas, specialist research labs and other rooms such as: board room, meeting room, canteen, kitchen, toilets and I.T. services.  The building contains fourteen 802.11 Wi-Fi Access Points (APs) installed by the university for general data communication and another 12 ad-hoc APs. All of these use 802.11 a, b, c or n.  Seven different SSIDs exist on the university’s WLAN but one of these, designated Eng_test, exists solely for the purposes of Wi-Fi positioning.  All of the data communications APs are hard wired on to the main university LAN and as of May 2011 it is estimated that approximately 150 wireless devices are in use in the building. 
[bookmark: _Toc297248598][bookmark: _Toc307167807]EPE and Tags
The Ekahau Positioning Engine (EPE) is installed on a high end desktop PC with a fixed IP address.  For the purposes of testing HABITS, only Ekahau’s proprietary tags were used although it is possible to use any device with a Wi-Fi chipset. Tags of type 301b were used for all testing in order to access the built-in accelerometer and to avail of their simplified charging procedure.  This model of tag is designed to be carried by a person as opposed to attached to an inanimate object.  The tags can be worn around the neck or carried in a pocket.

Each tag has a unique ID and this was allocated to a specific subject for the duration of the test period.  The same zones that are described in Chapter 5 were used for all tests and for each subject the same zone-enter and in-motion rules were applied to record movement history.  Every 2-3 days the tags were left over night in a charging cradle and each subject manually recorded the times when this occurred along with any paths travelled while they were not tagged.  The tags were left charging over night and were collected when the subject next entered the building. Any extra movement data was manually recorded and was added to test data records at the conclusion of the tests to keep the data continuous.  This charging process will be dealt with in future implementations by the subject charging their phone at home, in the car or at their desk. The movement data is extracted from the EPE as detailed in Chapter 5 and preferred paths (PP) are extracted for each subject.

[bookmark: _Toc297248599][bookmark: _Toc307167808]Testing of Ekahau
In order to test HABITS, a number of stages are required. Stage one involves testing the accuracy of the Ekahau RTLS.  This was conducted as follows.  The Ekahau Site Survey (ESS) application enables surveys to be conducted determining the accuracy of the site specific implementation of the Ekahau RTLS.  This is conducted in exactly the same way as the calibration of Ekahau.  For particular test areas an ESS survey is completed by walking through the area and clicking on the real position on a map in the ESS. This survey is then designated as a test survey in the ESS and is not part of the calibration survey. The location accuracy from these test surveys are then compared to the site survey model which is held on the EPE and from this accuracy statistics are produced for the areas that were tested. A total of 33 test surveys were conducted covering all the zones within the building and the results of these were collated by the ESS into the data shown in Table 6.1.  

[bookmark: _Toc307167563]Table 6.1: Test Survey Error Statistics from the ESS

	
Map
	Survey Name
	Average error (m)
	Zone accuracy
(%)

	
	Overall
	4.0
	70

	Block MS - Ground Floor
	
	3.5
	73

	
	Centre Stairwell
	4.9
	73

	
	Canteen
	5.0
	100

	
	Centre stairs  down
	4.5
	50

	
	Outside lift
	0.9
	100

	
	Front porch
	0.8
	88

	
	Male toilet
	2.9
	22

	
	Middle left corridor
	2.5
	0

	
	Left left corridor
	3.0
	62

	
	Left stairwell
	5.0
	83

	
	Right stairs
	6.8
	100

	
	Right hallway before stairs
	7.1
	0

	
	Right corridor right
	1.7
	46

	
	Lecture theatre
	4.4
	100

	
	Right corridor  left
	2.2
	96

	
	Reception
	1.5
	50

	Block MS - First Floor Plan
	
	4.5
	62

	
	Board Room
	4.8
	70

	
	Directors office
	1.7
	54

	
	Kitchen
	3.2
	12

	
	Left corridor
	1.7
	100

	
	Outside lift
	2.4
	68

	
	Male toilet
	2.7
	33

	
	Centre stair down
	4.4
	79

	
	Left stairs
	5.2
	58

	
	Open area
	6.9
	45

	
	Open area left centre
	7.7
	56

	
	Right hallway
	6.6
	100

	
	Right stairs up
	6.1
	62

	
	Right stairs down
	5.7
	67

	
	Centre stairs up
	1.0
	42



Test survey results corresponded to the signal strength maps in the ESS and showed that areas of low signal strength also had poor location accuracy and therefore were target areas for this research. Test surveys conducted in stairwells showed very low accuracy, up to 7 m from true.

The ESS allows for other accuracy tests to be conducted. Error vectors are lines showing where the EPE thinks a tag is compared to where it really is.  The error vectors are calculated automatically by the ESS from the test surveys. Figure 6.1 shows the large error vectors occurring in the stairwell on the right hand side of the MS building.  The subject is located at the top of the stairs (bottom right of Figure 6.1) but the EPE calculates position as being in the room denoted 138 (top left of Figure 6.1).  With large errors like this occurring in the signal black spots, updates from these areas are untrustworthy.

[image: ]

[bookmark: _Toc307167678]Figure 6.1: Error vectors in the right stairwell


These accuracy levels within the MS building are a direct result of AP placement being designed for data communication.  The Ekahau website (Ekahau, 2011) has recently changed its criteria for high level accuracy to requiring a Voice over Internet Protocol (VOIP) grade Wi-Fi network.  Networks of this standard would have almost treble the number of APs used in the MS building WLAN. The errors can cause confusion between zones.  Figure 6.2 shows an ESS created image displaying zones where the Ekahau RTLS has difficulty distinguishing between the zones.  Figure 6.2 is taken from an earlier implementation of Ekahau in the MS building.  The radio fingerprint between these two zones looks similar to the EPE.

[image: 02 - Block MS - First Floor Plan-Model zone similarity2]
[bookmark: _Toc307167679]Figure 6.2: Zone similarity within the MS building


Zones with similar radio fingerprints can cause confusion in the EPE and estimates in these areas can take approximately 10 s to settle down and can appear to jump around before remaining stationary. Even when a tag is stationary, if the surrounding areas have very similar signal strength, then the tag can appear to move as reported by Ekahau. In locations where this occurs, an examination of the output from the EPE gives the percentage confidence of the estimate.  This may be overcome to a certain extent by turning up the location quality filter in the ESS.  Figure 6.3 shows what happens when the location quality filter is adjusted for a test survey conducted in the centre stairwell. With the filter at 50%, a very high proportion of the estimates are rejected.  Out of 159 estimates in this test survey, 137 are rejected as the confidence of these is below 50%.  Only 22 of the estimates are accepted for this stairwell which is 14% of the total number of estimate the ESS measured during this test survey. This shows that in signal black spots it is difficult or impossible to get accurate position fixes, especially if those fixes are required in real-time.
[image: ]

[bookmark: _Toc307167680]Figure 6.3: Location Quality filter for the centre stairwell

The zones used for recording movement patterns by HABITS are only those with > 80% accuracy.  In areas with precision lower than this, the estimates from Ekahau cannot be trusted.   These areas of poor accuracy are targets for HABITS’ predictive abilities.  When an Ekahau Estimate (EE) is received by HABITS if the confidence is lower than 50% then the estimate is discarded and predictions are made based on the last good EE (above 50%).  

[bookmark: _Toc297248600][bookmark: _Toc307167809]Establishment of ground truth
The reported accuracy from the ESS was checked by conducting some manual tests to establish the validity of these results and to calculate how the Ekahau RTLS works in real-time in terms of accuracy and latency.  This was required as HABITS is designed to work on real-time data.  An experiment was devised that involved walking a number of test routes and checking the tagstream updates from the EPE against a manual check of each location with a stopwatch.  At each location reported by Ekahau, the distance to the real location is measured. Figures 6.4 and 6.5 graphically represent one of the tests. This involves one of the most commonly travelled routes, from the test subject’s base node to the front exit of the building.  The journey begins at the subject’s desk on the right hand side of Figure 6.4 and continues to the hallway, down the stairs.  Figure 6.5 picks up the journey down the stairs towards the ground floor and out of the front door. 

[image: plot path on 1 floor map1]
[bookmark: _Toc307167681]Figure 6.4: Ekahau position updates and HABITS estimates (1st floor)


[image: plot path on g floor map1]
[bookmark: _Toc307167682]Figure 6.5: Ekahau position updates and HABITS estimates (ground floor)


As the walk was undertaken, a tagstream rule from Ekahau was set up to record all estimates for the duration of this experiment. These estimates are plotted on the maps as green squares with the red line in between showing the sequence in which they were recorded in. At the same time a number of manual markers where physically placed on the ground and are indicated by the blue diamonds on Figures 6.4 and 6.5.  As the test subject walked the route the time when each of the manual markers was passed was recorded manually with a stopwatch. This gives an estimate of where the subject truly was at the different timestamps compared to where Ekahau estimated the subject to be.  From these two sets of data it was possible to calculate the true accuracy and latency of the Ekahau RTLS for this test route. Table 6.2 shows the exact timestamps that the estimates from Ekahau were received along with the accuracy and latency of each estimate as calculated by this experiment. The calculations are conducted after the 2nd Ekahau update as this is when HABITS can operate.  This test route was selected as it is one of the most commonly travelled routes within the ISRC.


[bookmark: _Toc307167564]Table 6.2: Manually established Accuracy and Latency of Ekahau

	Manual Update
	
	Ekahau Update
	
	Delay since Ekahau update (s)
	Accuracy (m)

	Number
	Time (s)
	
	Number
	Time (s)
	Latency(s)
	
	
	

	1
	16.8
	
	2
	14
	14
	
	
	

	2
	18.5
	
	
	
	
	
	4.5
	6.89

	3
	20.4
	
	
	
	
	
	6.4
	9.79

	4
	22.1
	
	
	
	
	
	8.1
	12.39

	5
	25.3
	
	3
	27
	13
	
	
	

	6
	28.5
	
	4
	32
	5
	
	
	

	7
	33.1
	
	
	
	
	
	1.1
	1.99

	8
	35.6
	
	
	
	
	
	3.6
	5.51

	9
	37.9
	
	
	
	
	
	5.9
	9.03

	10
	41.1
	
	
	
	
	
	9.1
	13.92

	11
	42.5
	
	
	
	
	
	10.5
	16.07

	12
	43.8
	
	5
	44
	12
	
	
	

	13
	45.7
	
	
	
	
	
	1.7
	2.60

	14
	47.4
	
	6
	48
	4
	
	
	0.00

	15
	48.9
	
	
	
	
	
	0.9
	1.38

	16
	51.0
	
	
	
	
	
	3
	4.59

	17
	52.8
	
	
	
	
	
	4.8
	7.34

	18
	55.4
	
	7
	56
	8
	
	
	

	19
	57.5
	
	
	
	
	
	1.5
	2.30

	20
	59.1
	
	
	
	
	
	3.1
	4.74

	21
	61.5
	
	
	
	
	
	5.5
	8.42

	
	
	
	8
	68
	12
	
	
	

	Walking speed approx 1.53 m/s
	Average Accuracy (m)
	7.13

	Scale 1 cm on map = 3 m in building
	Average Latency (s)
	9.71



The results of the test walk give an average accuracy of 7.13 m for the Ekahau RTLS along the route from the base node to the exit at the front door. An average latency of 9.71 s was also calculated from this experiment. This test was repeated 10 times and the average latency remained approximately 10 s +/- 1.5 s.

While the average accuracy calculated from this experiment was approximately 7 m, the average accuracy reported by the ESS for the same areas was approximately 4.5 m.  The difference between these is accounted for by the movement in the experiment. While 7 m is a large error in accuracy, HABITS overcomes this by simply using the Ekahau Estimate and then predicting the intermediate locations. This ensures that the large (7 m) error does not affect the accuracy of HABITS.

The long delay (17 s) between update 3 and update 5 is due to the test subject travelling through the centre stairwell black spot. Ekahau gives another update (number 4) but the location of this is close to update 3 as Ekahau cannot get a good fix in the black spot. It therefore gives the best guess which is still in the area passed through. Test survey results corresponded to the signal strength maps in the ESS and showed that areas of low signal strength also had low accuracy levels and therefore were target areas for HABITS. When the testing of the Ekahau system was completed, HABITS could then be tested.
[bookmark: _Toc297248601][bookmark: _Toc307167810]Testing of HABITS
The following section describes the testing of HABITS from the composition and selection of the test sample to the preparation and cleansing of data. 
[bookmark: _Toc297248602][bookmark: _Toc307167811]Test sample
The sample subject set for testing was designed to be representative of the total population of the ISRC.  Five candidates were selected for testing; two research students (RS), two research associates (RA) and one academic (A).  Ideally, the sample should have been randomly chosen but as their cooperation relied largely on good will; all were selected from the Ambient Intelligence research team within the ISRC.  This is an observational study only, with no attempt to influence the movements of the test subjects and the test data was selected at random.  Our subject set is also a stratified one, containing subjects from different population categories.
[bookmark: _Toc297248603][bookmark: _Toc307167812]Test groups/subjects
In order to gather movement data, each subject was asked to carry a tag with them for four weeks.  Based on the availability of subjects and tags the tests were conducted in two separate test groups. For the first test group, in-building movements were recorded over a four week period between April and May 2010.  Subject 1 (RS) and Subject 2 (RA) constituted this test group.  The second period of data gathering occurred between September and October 2010 and this group contained three subjects; Subject 3 (RS), Subject 4 (RA) and Subject 5 (A).  All of the test subjects were based on the same floor (1st) of the MS Building with Subjects 1-4 being stationed in the open plan research area and Subject 5 based in an adjacent office.
The subjects were previously known to be friendly towards one another, especially Subjects 1 and 2 and Subjects 3 and 4 respectively.  The subjects often had tea/lunch together and would have been considered friends.  While this could be seen as bias in the selection of subjects, without tagging everyone in the building this was considered as the only method of testing the subjects influence on one another, to employ subjects with a known relationship.  In a future study, with a large number of subjects and/or unknown behaviour these patterns could be mined but for this research the influence of people upon one another was previously known to exist.

Both members of test Group-1 had the same week selected for testing (week 3), as did the members of test Group-2 (week 2).  This was so any movements taking place together could be checked to see what influence, if any, the test subjects were having on each other.
[bookmark: _Toc297248606][bookmark: _Toc307167813]Cleansing the data
Due to the previously outlined weaknesses in the Ekahau RTLS, all journeys were automatically tested against the generic MS building incidence and distance matrices to find rogue journeys or recorded positions. Through this process, approximately 50% of the Ekahau estimates were discarded and movement was only believed to have occurred when an in-motion update was received from the tag.  When stationary, due to signal fluctuation (zone similarity), the reported location can be observed to change when in fact no movement is taking place. The in-motion updates were required before HABITS would consider a movement update to be valid. Test subjects were asked to place their tags on their desks when stationary to stop wrong in-motion updates being recorded by the EPE due to subjects moving about in their chair.  During the first test period both subjects manually recorded all journeys by hand with the sequence of nodes visited along with the journey start and end times.  Using this data every journey was manually checked to test how often incorrect movements were being recorded. These manual checks highlighted zones that were often missed. However, the movements recorded by Ekahau were 97% accurate with the manually recorded movements.
[bookmark: _Toc297248607][bookmark: _Toc307167814]Division of data
Testing the effectiveness of HABITS was conducted as follows.  Three weeks out of the four weeks’ worth of data gathered were used for learning and one week for testing.  These tests were conducted offline after all the data had been gathered to avoid having an unintentional influence on the results. It was felt that if the test subjects knew that HABITS was being tested in real time then they possibly would change their movements.  If the subjects were unaware when HABITS was learning and when it was testing then they would be less likely to change their movement habits to influence the outcome.  For each of the test groups one week was chosen at random for testing and the other three weeks were for learning.  
[bookmark: _Toc297248608][bookmark: _Toc307167815]Data gathered/extracted
With 3 weeks’ worth of test data the following information was extracted:  
· The zones entered along with the time of entry
· A check of if they were in motion or not
· Tests to confirm whether the journey was permitted and if any nodes were skipped

From this a list like that shown in Table 5.3 was compiled for all journeys.  Preferred paths (PP) were extracted along with their frequency at particular times of the day.  All the zone entered data was converted into a subject specific transition matrix which did not take time into account. The time factor is handled by the PPs.
[bookmark: _Toc297248609][bookmark: _Toc307167816]Test Code
The testing data was processed by the test scripts in Appendix B which count the number of times the next node (NN) was correctly predicted by the transition matrix (TM) only and by the TM and PPs together.  In order to use the PP data, two nodes of a journey had to be recorded by HABITS.  At each ‘wait node’ the system is reset and each journey is considered separately.  When the first movement is recorded by HABITS via an ‘in-motion’ update, the NN is predicted using the TM only.  When two nodes are available, the PP information can also be used.  Movement going backwards or stopping for no obvious reason is ignored as it is considered to be unpredictable with the given hardware. 
[bookmark: _Toc297248610][bookmark: _Toc307167817]Results
The learning data for all test subjects was analysed initially to look for obvious patterns. The first pattern to be extracted was the amount of time spent in the various wait nodes by all subjects. As we expected, the majority of time spent by the subjects in the building was spent in their base node.  This was their work area and as can be seen from Figure 6.6, for Subject 1 almost 74% of all time in the building was spent in this location. This averaged out to 77% when all of the five test subjects are taken into account. These times were calculated by adding together the time between valid zone enter updates. Having a large proportion of time spent in one particular area is crucial for the operation of HABITS as this is the basis for all other journeys. Habitual movements, include habitual stops in between. Other areas visited regularly by this subject included the canteen (for lunch), board room (for meetings) and the lecture theatre (for seminars). 
[image: ]

[bookmark: _Toc307167683]Figure 6.6: Percentage of time spent in Wait Nodes

The second set of patterns to be extracted was the frequency of use of the various preferred paths.  Twenty two different preferred paths were identified from the movement data of all subjects.  However, not every subject travelled every preferred path.  Figure 6.7 shows the frequency of the preferred path usage for Subject 1. Travel from the subject’s base node (desk) to the car park (PP22) and back or from the desk to the toilet (PP19) and back occurred with a high frequency for Subject 1.  However other journeys, such as from the desk to the mailroom (PP9) were not recorded at all for this Subject. These Wait Nodes and Preferred paths provide the basis for the predictions in HABITS and along with the Transition Matrix they model the test subjects past movement patterns and hence their habits. 
[image: ]
[bookmark: _Toc307167684]Figure 6.7: Frequency of Preferred Paths in Learning data for Subject 1
[bookmark: _Toc297248611][bookmark: _Toc307167818]Direction of journeys 
Whilst all journeys were considered and tested, movement within the building was within one of two categories for the vast majority of time. Again, in the case of Subject 1, 91% of all journeys recorded were either from or to the ‘base node’.  Figure 6.8 shows a pie chart of Subject 1’s base node related journeys. Of all the journeys taken within the building 48% are to the base node and 43% are from it leaving 9% for other journeys. Subjects 2-5 also demonstrated similar high usage of the base nodes with Table 6.3 giving a breakdown of their individual statistics.

[image: ]
[bookmark: _Toc307167685]Figure 6.8: Journeys involving Subject 1 Base Node

[bookmark: _Toc307167565]Table 6.3: Journeys Involving the Base Node for all test subjects

	Test Subject
	To the Base Node (%)
	From the Base Node (%)
	Other (%)

	1
	48
	43
	9

	2
	44
	40
	16

	3
	47
	44
	9

	 4
	51
	41
	8

	 5
	44
	43
	13



[bookmark: _Toc297248612][bookmark: _Toc307167819]From base node
If all journeys from the BN were only predicted using the highest probability in the TM, then the same node would be predicted each time, however, when considering the PP which are time related, this will change. When two nodes, Current Node (CN) and Previous Node (PN) exist, the predictors of Next Node (NN) are much more accurate.  Figure 6.9 shows that when the base node is used as the starting or ending point of a journey the chances of successfully predicting the end of the journey just using the preferred paths is very high, > 90%.
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[bookmark: _Toc307167686]Figure 6.9: Influence of Base Node on End of Journey Prediction
[bookmark: _Toc297248613][bookmark: _Toc307167820]To the base node
Another category of journey with a high level of predictability was those to the base node.  Out of all journeys from a wait node, other than the base node, 84% of these journeys had the base node as the destination.  Even more significant were journeys that occurred when the building was entered, normally for the first time that day or after lunch.  Out of these journeys 96% of them had the subject’s base node as their destination. 

[bookmark: _Toc297248614][bookmark: _Toc307167821]Only use TM as opposed to using TM and PP/OU
Observing all journeys combined in the test data the predictability difference between using just the TM and using additional historical data is not significant as Figure 6.10 shows.  Overall, estimates of next node are just improved by 3% for Subject 1. However, these improvements are all time period related and show that at certain times of the day the PP is more accurate than just using the TM data.  An obvious example of this is in the evening time period.  An examination of the data for subject 1 shows that 93% of the movement from the base node after 3.30pm is to exit the building.  This prediction cannot be gleaned from just using the TM alone.  


[image: ]
[bookmark: _Toc307167687]Figure 6.10: Next Node Predictions
[bookmark: _Toc297248615][bookmark: _Toc307167822]Other subjects' Influence
The analysis of the subjects’ influence on each other proved interesting. From test Group-1, 14% of the same journeys were undertaken at the same time.  Of these the majority occurred at lunchtime.  While there is no set time for lunch within the building, both of these subjects left most commonly between 12 and 12.30 pm. The final destination was the same on three of the five days (1 week) with Subject 1 not changing their patterns but Subject 2 did so on 3 occasions that they started the journey along with Subject 1.  This appeared to be the only significant influence in test Group-1. 

Test Group-2 contained a higher correlation in movements between subjects than did test Group-1.  While Subject 5 (A) had no detectable correlation with Subjects 3 and 4, Subjects 3 and 4 did show a significant similarity in many of their journeys.  Both of these subjects made the same journey together a number of times per day.  These synchronised journeys occurred at all times of the day and occurred most days.  Both of these subjects were smokers and the common journeys were taken towards the smoking area.  Both of these test subjects travelled on this journey most commonly via the lift which was not a route taken by any of the other subjects.  This journey showed a high correlation between these subjects and when both started a journey at the same time (within 10 s) as reported by the EPE, the final destination was the same 82% of the time.  This was the only level of synchronised movement detected among all the subjects.

[bookmark: _Toc297248616][bookmark: _Toc307167823]Medium term predictions with HABITS
Medium term predictions are those classed as successfully predicting the final destination of a journey.  These are done solely by means of the PPs.  In order not to give a false impression of the data, only those journeys greater than 3 nodes are considered.  To test for a PP, two nodes are necessary.  Therefore when a PP is predicted, the final node in the PP is considered the destination.  While it is possible for a number of PPs to be options for a particular journey, the one with the highest probability in that time period is the one made/given.  For a number of journeys, when two nodes are available, the 3rd node has only one option and this can easily be predicted from the TM.  For this reason, those journeys of three nodes have been removed from the results (Table 6.4). 


[bookmark: _Toc307167566]Table 6.4: Medium term predictions

	Test Subject
	Final Node in journey successfully predicted by the preferred paths

	
	From BN
(%)
	To BN
(%)
	Other
(%)
	Average Correct (%)

	1
	90
	91
	0
	83

	2
	93
	89
	33
	88

	3
	61
	90
	0
	83

	4
	91
	94
	25
	82

	5
	72
	91
	18
	78



Table 6.4 shows that for all test subjects, using the base node gives a high (> 78%) likelihood of correctly predicting the final node in a journey.  It also shows that for journeys that do not involve the base node HABITS is not applicable.  The journeys with more than three nodes visited are the best for using PPs and it can be seen that on average 84% of the time the final node is predicted correctly[footnoteRef:3].  [3:  Predicting a node for HABITS just means that it is more probable than any other node.] 


[bookmark: _Toc297248617][bookmark: _Toc307167824]Long term predictions with HABITS
Long term predictions are related to the likelihood that a particular node will be visited during a particular time period.  This could be later the same day or later in the week.  For example, HABITS tells us with 85% confidence that during the lunchtime period Subjects 1, 2 and 5 will leave their base nodes and will exit the building through the front door.  



[bookmark: _Toc307167567]Table 6.5: Frequency of Preferred paths during Time periods for Subject 1

	
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22

	Mon
	Morning
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	0
	3

	
	Lunch
	0
	0
	0
	0
	4
	3
	0
	0
	0
	0
	0
	0
	4
	3
	1
	1
	2
	3
	2
	0
	0
	0

	
	Evening
	0
	0
	0
	0
	2
	2
	0
	0
	0
	1
	0
	0
	2
	2
	1
	1
	1
	1
	3
	2
	3
	2

	Tue
	Morning
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	3

	
	Lunch
	0
	0
	0
	0
	2
	2
	0
	0
	0
	0
	1
	1
	2
	2
	0
	0
	2
	2
	0
	0
	0
	1

	
	Evening
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	1
	0
	0
	2
	2
	4
	2

	Wed
	Morning
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	2

	
	Lunch
	0
	1
	0
	0
	3
	3
	0
	0
	0
	0
	0
	0
	3
	3
	0
	0
	3
	3
	1
	1
	1
	1

	
	Evening
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	3
	2

	Thur
	Morning
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	2

	
	Lunch
	0
	0
	0
	0
	0
	2
	0
	0
	0
	0
	0
	0
	0
	2
	0
	1
	1
	0
	0
	0
	1
	0

	
	Evening
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	3
	1
	2
	0

	Fri
	Morning
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	1
	0
	2

	
	Lunch
	0
	0
	0
	0
	1
	3
	0
	1
	0
	1
	0
	0
	1
	3
	0
	0
	2
	1
	0
	0
	1
	0

	
	Evening
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	0




To calculate these movements, the repeatability of a PP within a time period (TP) is considered.  Table 6.5 shows the frequency of each PP in each TP for Subject 1. These frequency tables for all subjects are automatically extracted from the learning data by HABITS. This works on the principle that if a journey has occurred every Tuesday morning for three weeks, then there is a high probability that it will occur the next Tuesday, all else being equal.  There is no guarantee that this will occur but evidence from the tests show that it is highly probable.  Subjects 3 and 4 both travel to node 3 (canteen) on 13 out of the 15 days used for testing.  These patterns allow HABITS to predict who will go where, when, for commonly repeated journeys with a useable degree of accuracy. The green boxes in Table 6.5 show preferred paths that have occurred twice during the same TP on the same day and the yellow boxes show those that have occurred on 3 or more occasions. Applying this to the test data for Subject 1 yields the results shown in Figure 6.11. These show that when a PP has only been observed twice, the successful predictions occur 64% of the time meaning that 36% of the time the predictions are incorrect. However, when a PP has been observed three or more times within a time period during a particular day, then the predictions are correct 78% of the time.

[image: ]
[bookmark: _Toc307167688]Figure 6.11: Long term predictions from Subject 1
[bookmark: _Toc297248618][bookmark: _Toc307167825]Predictions for all test subjects
Table 6.6 lists the overall average predictions for all of the test subjects. These are compiled by running HABITS on the test data available. Overall Subject 2, an RA is the most predictable.  The short and medium term predictions for all subjects are similar however, the long term predictions are much lower for Subject 3 and Subject 5. The next section discusses the implications of these results.

[bookmark: _Toc307167568]Table 6.6: Predictions for all Test Subjects

	Test Subject
	Job
	Predictability

	
	
	Short
(%)
	Medium (%)
	Long
(3 or more)
(%)

	1
	Research Student
	82
	83
	78

	2
	Research Associate
	85
	88
	82

	3
	Research Student
	81
	78
	55

	4
	Research Associate
	87
	82
	76

	5
	Academic
	80
	76
	62

	Average
	
	83
	81
	70


[bookmark: _Toc297248619][bookmark: _Toc307167826]Discussion
The subjects Base Node (desk) is the key to making predictions with HABITS. Of the total number of journeys performed during the test period, 47% had the base node as the destination and 42% had the base node as the starting point. This means that 89% of all journeys undertaken by the test subjects involved travel to or from their base node. All of the test subjects showed very high (> 89%) predictability when travelling to their own work station.  When travelling from the base node, the final destination was more difficult to predict. However, HABITS still predicted the correct destination over 60% of the time for all subjects. Subject 4, the RA, was still predictable in over 90% of his journeys from his base node. Other journeys in the building had a much lower predictability. Some small patterns were apparent such as going to the toilet after the canteen, but overall these journeys proved to be beyond the predictability of HABITS. The average predictability of final destination of any of the test subjects was over 80%.  This means, in our test week, for four out of every five journeys taken, HABITS correctly predicted the final destination. It must be noted that these results are for journeys of greater than two nodes. 

The testing of HABITS revealed a number of interesting facts. HABITS is suitable in environments where people follow particular movement patterns. The two RAs (Subject 2 and Subject 4) proved to have more predictable habits than the other three test subjects. It was concluded that this was because they were paid to sit in the same spot each day and had fixed hours for breaks. Subject 5 (Academic) and Subjects 1 and 3 (Ph.D. students) did follow repeating movement patterns but these did not follow a rigid timetable. The conclusion from this was that the Academic had a changeable meeting schedule, whereas the student made particular journeys when he/she felt like it.
[bookmark: _Toc297248620][bookmark: _Toc307167827]Overcoming signal black spots
With the predictions available from HABITS, the location of a tracked person can be intelligently guessed when Ekahau loses it in a signal black spot. Table 6.7 shows the improvements due to HABITS at particular black spots. The three black spots tested below are the three stairwells in the research centre. When using Ekahau alone the accuracy of a position estimates is very low in these areas. However, on journeys through the building, HABITS was able to more than half the error in estimate of location within these black spots. While a subject is travelling through a black spot, HABITS estimates were within the figures listed 95% of the time. It was concluded that the 5% of the time the estimate were above the stated accuracy were due to stopping and turning around or just stopping midway through the journey.

[bookmark: _Toc307167569]Table 6.7: Accuracy of HABITS in signal black spots

	
	Accuracy (95%)

	
	Ekahau (m)
	HABITS (m)

	Black Spot 1
(Left stairwell)
	5.0
	2.2

	Black Spot 2
(Centre stairwell)
	4.6
	2.1

	Black Spot 3
(Right stairwell)
	6.1
	3.0



Table 6.8 describes the difference between Ekahau when set up with a low number of APs (the amount required for data communication), the same setup with the addition of HABITS and Ekahau alone but with many more APs installed. The extra APs were installed to test the improvements to Ekahau when many extra APs where available.  For the purposes of these tests, an extra 5 APs were temporally installed and a number of calibration and test surveys were conducted.  These did improve the accuracy of the Ekahau RTLS to almost 2 m which is comparable to the overall average accuracy achievable when HABITS is in operation. The yield of the Ekahau RTLS is also increased by HABITS to a level that is comparable with doubling the amount of APs.
[bookmark: _Toc307167570]Table 6.8: Results of testing HABITS

	
	Accuracy
(m) approx
	Yield
(%)
	Latency
(s)
	Cost

	Ekahau (APs configured for data communication)
	4
	84
	5-15
	Ekahau RTLS

	Ekahau plus HABITS
	2
	97
	1
	Ekahau RTLS

	Ekahau with 5 extra APs per floor
	2
	100
	5-15
	Ekahau RTLS plus €100 per AP



These results show that when implementing a system such as Ekahau without redesigning the AP layout, the average accuracy achieved of 4 m is well below the level of 1 m which is claimed by Ekahau. Adding substantially more APs (5 per floor) did improve the average accuracy to approximately 2 m in our test area. However, this improvement came with a significant extra cost in terms of: installation, calibration time and deployment cost as each AP is around €100.  Application of HABITS showed a marked improvement compared to just using the Ekahau system by itself. 
[bookmark: _Toc297248621][bookmark: _Toc307167828]Improvement of HABITS over Ekahau
Overall HABITS improves on the standard Ekahau RTLS in terms of: Accuracy, Yield, Latency, Cost and Predictive ability. Accuracy is improved as HABITS is able to overcome signal black spots and give higher location accuracy than Ekahau alone. The Yield is improved as HABITS enables positioning to be carried out in locations where Ekahau previously failed or gave low levels of accuracy.  Signal black spots are overcome by the operation of HABITS. Latency is improved as HABITS predictions allow for continuous location updates. Savings are made in terms of Cost as when employing HABITS, fewer extra APs are required to give improved accuracy levels. HABITS improves overall positioning accuracy to a level that is normally achievable only by investment in extra infrastructure. Finally, HABITS provides a predictive ability which is not available in any existing RTLS. These predictions are available in the Short Term and Medium and Long Term behaviour suggestions are also available.   
[bookmark: _Toc297248622][bookmark: _Toc307167829]Summary
In this chapter the Ekahau system has been tested and its weaknesses identified. HABITS, with certain restrictions such as areas of use and learning time, improves on the test bed system (Ekahau RTLS) which has been shown by Curran et al. (2008, 2011) to be one of the leading indoor tracking systems currently available (Appendix A). HABITS has also been tested on five different test subjects and promising results have been obtained in terms of short, medium and long term predictions. Whilst no prediction system is 100% accurate, HABITS can give useable predictions of future movement.  These predictions are equal to or improve on the limited number of predictive research that currently exists.  This provides evidence for the hypothesis of this thesis, that modelling a person’s movement habits enables useful predictions. These predictions have been applied to Ekahau and have improved on it in terms of: Accuracy, Yield, Latency, Cost and Predictive ability. 



[bookmark: _Toc307167830]Conclusion and Future Work
Finding the location of a person in an indoor environment has become a key research task in Pervasive Computing during the past 10 years.  Predicting where a person will be at some time in the future is potentially even more useful.  Location aware computing is an area that is experiencing rapid innovation due to the number of mobile communications devices available and the willingness of people to effectively tag themselves.  This chapter concludes by summarising this thesis.  Next, this work is compared to other work discussed in Chapter 2 and 3.  Finally, future work and potential applications are considered.
[bookmark: _Toc307167831]Thesis Summary
In this thesis we have developed a new approach for localisation within real time locating systems. We have identified the weaknesses in existing research and have developed a novel method for tracking by enabling automated learning of people’s movement habits to provide predictions of future movements. 

A detailed review on the area of localisation has been conducted. Some of the main techniques used and the types of positioning system have been discussed.  The most successful wide area systems have been discussed along with the problems which prohibit their use indoors. Indoor or local RTLS have been introduced along with the primary test case for this study – using 802.11 Wi-Fi indoors.  The strengths and weaknesses of each of these positioning techniques have been outlined along with some of the current methods to overcome these.  Areas where research still needs to be conducted have been identified.

Artificial intelligence (AI) methods employed for location prediction have also been reviewed. First, relevant branches of AI; Machine Learning, Data Mining and Probability have been discussed  leading on to Bayesian approaches to prediction, specifically the range of techniques known as Bayesian filters. These filters are compared and the strengths and weaknesses of each analysed. Stochastic processes with their application to graph structures are described along with their associated matrices. Existing research on predictive tracking, both outdoors and indoors has been described. Approaches using various types of Markov model and Neural Network have been outlined and evaluated.  Reality Mining was introduced and the work of the leading companies in this area described.

The HABITS (History Aware Based Indoor Tracking System) model, combining various AI techniques in order to achieve the aims of this thesis has been reported. First the concept of movement habits was discussed along with their applicability to this research. Next, the concept of learning the paths of movement through an indoor environment using a topological map is introduced. Customisation of a discrete Bayesian filter to the needs of HABITS, along with a description of the new notion of preferred paths has been detailed.

The implementation of HABITS in an indoor 802.11 Wi-Fi tracking test case has been described in detail.  The setup of the ISRC implementation of Ekahau was outlined with a description of the placement of zones and the design of the rules by which Ekahau and HABITS communicate. Following this, the HABITS pre-operation phase was detailed. The steps of cleansing the historical movement data, matrix creation and identification and learning of preferred paths were defined. Details of HABITS’s implementation along with the integration of the various components of HABITS to enable predictions was given. Finally, a detailed worked example of HABITS making predictions during a real scenario in the ISRC was illustrated. The Ekahau RTLS was tested and its weaknesses identified. HABITS has been tested on five test subjects and promising results have been obtained in terms of short, medium and long term predictions. This provides evidence for the thesis hypothesis that modelling a person’s movement habits enables useful predictions. These predictions have been applied to the Ekahau RTLS and have improved on its performance in terms of: Accuracy, Yield, Latency, Cost and Predictive ability. 

The hypothesis of this thesis is that knowledge of people’s historical movement habits facilitates prediction by computational means, of their future locations in the short term and enables suggestions of medium and long term behaviour patterns.  Evidence for the hypothesis has been given by the development and testing of HABITS. This thesis has answered the research questions stated in Chapter 1 by proving that the tracking capabilities of an existing Real Time Locating System can be improved by knowledge of historical movement and by the application of a combination of artificial intelligence techniques. This approach has also been demonstrated to facilitate successful intelligent predictions of future locations.
[bookmark: _Toc307167832]Relation to other work
HABITS is inspired by a wide range of AI and ML techniques as discussed in Chapter 3.  HABITS relates closely to the work of Krumm and Horovitz (2005) and Froehlich and Krumm (2008) where the application of past movement patterns for prediction is the main theme in a series of papers on road traffic prediction. Similarities exist in the data censing methods and rogue journeys had to be removed from both as a result of weaknesses in the underlying RTLS.  Filtering journeys by speed was conducted in both studies as a method of checking that position updates recorded were valid.  Similar constraints also exist, in that prediction is only possible on routes that have been previously travelled.

The simple Markov model described by Krumm (2008) has inspired the short term predictions in HABITS.  As part of Krumm’s traffic analysis, it was found that a higher order Markov model gave greater accuracy for next road segment prediction. However, HABITS’ results do not concur with this finding. Employing only the previous node for prediction in HABITS did not result in significantly poorer prediction accuracy.  Averages of 79% using a single node and 81% using multiple previous nodes were the prediction accuracy outputs of HABITS.

Simmons et al. (2006) found that time of day was not a factor in prediction and for short term predictions this was reflected with HABITS.  However, time of day is fundamentally important for HABITS’ Medium and Long term behaviour suggestions.  The high accuracy of 99% reported by Simmons et al. (2006) of locations correctly predicted is somewhat misleading as 95% of all their journeys had only one option for next location. This potential bias has been avoided in HABITS as out of the nineteen nodes in the test area, only two have a single option for next node. 

The use of higher order Markov models, and their associated difficulties in analysis and computation, is avoided by the use of a concept that we termed ‘preferred paths’ (PP).  Using a higher order Markov model (order 3 or 4) raises possible problems of visiting the same node twice in one journey. Ashbrook and Starner (2003) warn of problems, quantity of data issues and changes in routine requiring a significant time to influence predictions.  The PPs used in HABITS are identified during the learning phase and new paths take some time to effect HABITS predictions. However, this is intentional and is based on the principle of HABITS, that people’s movement habits are learned over time and new patterns take some time to become habits.  One of the previously mentioned constraints of HABITS is that it only works well in environments where people follow repeated movement habits.  If a subject is constantly changing their movement patterns, then HABITS is not of benefit.

Until 2006, the aim of predictive tracking in an indoor environment has largely been concerned with improving the accuracy of the next position fix.  These types of improvements have been well researched (Bahl and Padmanabhan, 2000; La Marca et al., 2005).  HABITS essentially avoids this problem of improving the raw estimates. Achieving basic accuracy in indoor localisation is already available by numerous COTS systems (Curran et al., 2011).  HABITS is not concerned with a few metres of inaccuracy, instead it uses a general probabilistic approach to overcome this.  HABITS mimics human reasoning and makes intelligent educated guesses based on the available updates from the underlying RTLS. 

Combining historical movement data gathered, with live updates from the Ekahau RTLS is achieved in an approach inspired by the discrete Bayesian filter used in robotics.  Fox et al. (2003) describe in detail Bayesian filtering for next location prediction of a mobile robot.  Advanced derivatives of the Bayesian filter such as the Kalman (Standard, Extended KF and Unscented KF) and particle filters are the standard tools in robot localisation and Simultaneous Localisation And Mapping (SLAM).  Localisation in the field of robotics is much more advanced than human localisation, particularly in respect of predictive tracking.  However, significant differences exist between tracking a robot and a human.  Humans tend to follow individual patterns generally guided by their own thought processes. An element of inaccuracy is continually present in attempting to predict the movement of a person.  Robots on the other hand are not usually guided by free will and their movements are generally based on mathematical models and/or what people programme them to do. 

A discrete Bayesian filter is suitable when a discrete number of possibilities are available.  The Bayesian part relates to Bayes theorem, which essentially determines conditional probabilities: knowing the probability of A given B, what is the probability of B given A.  Short term predictions with HABITS, using only the transition matrix are completed with an approach similar to the prediction line in the discrete Bayesian filter (Chapter 4, Figure 4.9). Given the belief at xt-1, the most recent control ut, and measurement zt, a prediction is made.  The update part of the filter has some slight changes but for short term predictions HABITS essentially repeats the prediction line (3) and uses the update line (4) to reset the short term prediction.  The filter operates in the same manner whilst performing immediate next location predictions for humans and for robots.  The ability of KF and PF to deal with continuous fine grained location update adjustments is not required by HABITS.  Using low level updates like this contradicts the principle of operation of this research, which requires general knowledge of patterns to make predictions where 100% accuracy is not available or expected.

HABITS’ short term predictions operate as a Markov chain and are generally subject to the Markov assumption.  The ‘wait’ nodes idea applied by HABITS overcomes the problems that would normally be encountered when using a continuous Markov chain.  As the wait nodes essentially re-set the first node of the Markov chain, errors to do with turning around are overcome. The Markov assumption which limits discrete Bayesian filters to the previous node is circumvented by HABITS with the creation of preferred paths. These are applied in medium and long term predictions. These preferred paths allow for the equivalent of a much higher order Markov model to be created while not overcomplicating the system and calculations.

Vintan et al. (2004) and Gellert & Vintan (2006) have performed studies on next location prediction indoors using Neural Networks and Hidden Markov models (HMM) respectively.  HABITS is comparable to the short term predictions which they make. The data from the Augsburg Location Trials (Petzold, 2004) was analysed by both and they obtained average accuracy of next location prediction of 85% and 92% respectively.  These figures, along with those from Trumler et al. (2003) are not directly comparable to those recorded by HABITS as their studies did not take into consideration movement from subjects’ own offices.  Essentially they took one small sequence of predictions which HABITS also predicted at a high level.  They ignored movement from the equivalent of the base node. This would have considerably reduced the accuracy of their results and because of this the true accuracy of their approaches is unknown.  The scope of HABITS’ testing on the predictability of movement exceeds that conducted in these trials. HABITS also deals with end of journey (medium) and other day (long) predictions which none of these consider.  

Gonzales et al. (2008) recently published research in the prestigious journal ‘Nature’ strengthens the HABITS approach. While their work is performed on mobile phone data over a wide area, HABITS’ findings on predictability are in agreement with theirs. HABITS ‘preferred paths’ are conceptually similar to the “repeating patterns” that Gonzales et al. refer to.  The large and unrelated sample data used for their study means that the accuracy levels and predictions available from HABITS exceeds their findings.

HABITS predictions could well fit into the field of Reality Mining (Eagle and Pentland, 2006). Within this field, predictive analytics are being conducted on people movement data within a city.  The long term movement behaviour suggestions available from HABITS are comparable to the recommendations of locations to visit by Sense Networks (2011).  The predictions made by Sense Networks require mobile phone movement data and are achieved by crowd sourcing were information is gathered voluntarily. A problem with crowd sourcing is that it may not be reliable; people could turn off the application while HABITS requires all movement to be recorded to make realistic predictions.  Inrix (2011) for road traffic, also rely on crowd sourcing and the ‘you give us that, we will give you this’ approach.  Currently, HABITS predictions are available only to the system administrator and not for the user.  Path intelligence (2011) operates indoors and attempts to predict where shoppers will go next. They do so anomalously by eavesdropping on the Bluetooth beacons emitted by customers’ mobile devices. All HABITS test subjects are currently aware that they are being tracked. Most people do not follow repeating patterns in shopping centres and therefore HABITS would not be suitable in that environment.

Predicting next locations as HABITS does is confined to the controlled tracking system and the system operator. Smart phones localisation ability is being utilised without the user’s knowledge and this information is being sold to advertising companies like Flurry (2011).  Using their GPS connections and GSM positioning the accuracy levels indoors are currently too low to make predictions as HABITS does.  

HABITS facilitates improving the accuracy of the Ekahau RTLS. Ekahau is the market leading indoor RTLS (Ekahau, 2011) and has been found to outperform four other systems in tests by Curran et al. (2008) (Appendix A). Ekahau recently changed its requirements for the operation of RTLS to requiring a Voice over IP (VoIP) grade WLAN to be installed.  The majority of WLANs are not VoIP grade as this requires a high concentration of APs to be installed so that real time voice conversations may be continued by mobile users within the building.  HABITS overcomes this requirement by enabling accuracy, yield and latency levels comparable to those that are achieved by installing extra infrastructure.  Tracking through signal black spots in a building is also facilitated by HABITS.  The tested RTLS does not have this ability. Overall HABITS can render more effective the underlying RTLS in conjunction with giving a predictive quality not offered by any existing RTLS. 
[bookmark: _Toc307167833]Future work and Limitations
There are a number of potential avenues of future work for HABITS.  One of the most obvious is to test HABITS on a larger sample, preferably all the occupants of a building. This would reveal further information relating to the influence of test subjects upon one another. HABITS focuses on individual based tracking behaviour and does not attempt to model group behaviour or the dynamics associated with group activity. The sample size in this study is small and a larger sample size would provide further evidence for the thesis hypothesis. The types of test subject could also be examined further and tests could be run to discover the most and least predictable subjects. The types of subject in this research may also not be representative of people in general.  It is possible that researchers have more habits than other groups of workers?  In a larger test environment, running HABITS as an application on a smart phone could be a method of ensuring that all of the test subjects kept their tag with them at all times.  HABITS will only work successfully in an area where people follow repetitive movement patterns.  It is not applicable in all environments and would exhibit performance degradation in areas where people did not follow movement habits. 

Testing HABITS with a different base technology from 802.11 Wi-Fi would also be an interesting future study.  HABITS has been designed to be generically applicable. Any tracking technology could run HABITS and many existing approaches would benefit in the same way that 802.11 Wi-Fi tracking does. RFID and Video tracking are two that suffer from the same infrastructural constraints as 802.11 Wi-Fi. These and others would have their performance improved, not to mention the predictive abilities.

Testing HABITS in a home environment could also reveal habits that are followed and would have many possible applications in an automated home including healthcare aiding visually impaired and older people.  Security applications could make use of HABITS when planning counter terrorist measures. HABITS could be used to indicate areas of potential problems, where large numbers of people congregate. Additional areas of application for HABITS could include games and entertainment, asset management and logistics and disaster management to aid 1st responders. 

A potential useful area of application for HABITS could be in control systems, specifically those that are dependent on the movement of people. Bolick (2010) reports that Lighting and Heating, Ventilation and Air Conditioning (HVAC) account for approximately 60% of a buildings energy costs. HABITS gives short (<15 s), medium (15 s - a few mins) and long (a few hours or days) term predictions on the general movement habits of people in a work environment. Knowledge of where people will travel within a building and when, also gives information regarding where they are not likely to go! This knowledge could be used as input to an intelligent control system for heating and lighting in a large building.  In the short term, if a system knew what room or area a person would travel to next, then the lights could already be on or in some standby mode to facilitate quick power up. This way they would not have to stay on standby continuously. Areas which were infrequently travelled could be put into low energy mode or switched off completely, thereby saving energy consumption costs.

With heating systems a similar but longer term approach could be applied. If the automatically controlled heating system knew that at a certain time of day, e.g. lunch, many people stood in the canteen or corridor then the heat could be adjusted up or down depending on the outside temperature and number of people. Conversely, if the system knew areas were people rarely travelled, then the heating could be turned off and would not be wasted while the area was vacant.  While various sensors can currently control this, they only work when activated, i.e. when someone walks past them.  HABITS could control the system in advance and could learn when the movement patterns changed. Existing sensors (motion) on doors could either be used in conjunction with HABITS or could be replaced by HABITS.

If a long term study was carried out or was simulated then the number of kilowatt hours saved could be calculated and this should prove to be substantial. The system could also be linked into controlling air conditioning systems in areas with hot climates. HABITS is suitable for such an application as it gives predictions of varying degree of accuracy and would not be suitable for life critical applications as there is a large element of probability involved.  However, in building automation control systems a certain degree of inaccuracy would be acceptable if the overall energy savings were significant.
[bookmark: _Toc307167834]Summary
In this chapter a summary of the thesis is given. Evidence for the thesis hypothesis from results obtained by testing HABITS is outlined and the possible limitations in this approach are acknowledged. The relation of HABITS to other work in the field of localisation and intelligent prediction is discussed. In particular, the use of Bayesian filters and Markov chains in HABITS is described.  The predictions given by HABITS improve upon existing work in the field. Potential future work relating to this thesis is proposed along with a number of possible future applications of HABITS ranging from healthcare and security to logistics and building automation. 
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Table A.1 shows the overall results of an evaluation conducted by the University of Ulster as part of the JANet UK Location Awareness Trials (Curran et al., 2008). Five RTLS were tested and evaluated in terms of the metrics listed and the Ekahau RTLS was found to perform the best overall. 

[bookmark: _Toc307167571]Table A.1: Results on assessment of various localisation providers

	
	Max value
	Placelab
	Trapeze
	Ubisense
	Ekahau
	RFID-radar

	
	R
	TR
(%)
	R
	GF
(%)
	R
	GF
(%)
	R
	GF
(%)
	R
	GF
(%)
	R
	GF
(%)

	Basic Requirements
	40
	5
	20
	50
	30
	75
	28
	70
	32
	80
	30
	73

	Localisation
	180
	30
	92
	51
	142
	79
	130
	72
	150
	83
	132
	73

	Hardware
	100
	15
	42
	42
	70
	70
	63
	63
	78
	78
	68
	68

	Software
	90
	10
	45
	50
	80
	89
	70
	78
	80
	89
	72
	80

	Documentation
	50
	5
	26
	51
	40
	80
	32
	64
	45
	90
	34
	68

	Configuration
	65
	10
	30
	46
	55
	86
	50
	77
	50
	77
	52
	80

	Cost
	60
	10
	30
	50
	40
	67
	30
	50
	52
	87
	32
	53

	Support
	90
	10
	46
	51
	75
	83
	60
	67
	80
	89
	60
	67

	Reference
Deployments
	45
	5
	24
	53
	28
	62
	22
	49
	30
	67
	22
	49

	Total
	720
	100
	355
	49
	560
	78
	485
	67
	597
	83
	502
	70




[bookmark: _Toc307167836]Appendix B: Function to Check success of TM and PP

The following test script shown in Figure B1 is used to automatically calculate the success of the transition matrix predictions and the preferred path predictions. It is coded in Matlab.

%#Function to check the success of the Transition matrix and Preferred path predictions

%#Reset variables
times_correctTM=0;
times_incorrectTM=0;
times_correctPP=0;
times_incorrectPP=0;
times_correctPPTM=0;
times_incorrectPPTM=0;
NN=5;
Most_Probable_Node_from_PP=0;
%#Set size
maxSize = size(AllTestDataU1 :)

%# Loop through all data
for i = 1:maxSize
CN=AllTestDataU1(i,2);
PN=AllTestDataU1(i,4);
overall_results(i, 1)=CN;
overall_results(i, 2)=PN;

%# Count number of correct predictions from TM 
if (NN == CN) %#on next iteration
    times_correctTM=times_correctTM+1;
    else
    times_incorrectTM=times_incorrectTM-1;
end
 
 %# Count number of correct predictions from PP  
 if (Most_Probable_Node_from_PP == CN) %#on next iteration
    times_correctPP=times_correctPP+1;
    elseif (Most_Probable_Node_from_PP == 0)
        times_correctPP=times_correctPP;
    elseif (c==1)
        times_correctPP=times_correctPP;
    else
        times_incorrectPP=times_incorrectPP-1;
end
    
%test if TM and PP predict the same
if (Most_Probable_Node_from_PP == NN) %#on next iteration
    times_correctPPTM=times_correctPP+1;
    else
    times_incorrectPPTM=times_incorrectPP-1;
end  
    
vector=get_vector(CN,T);
%Find the probability of the next node and which it is
[prob_of_NN,NN] = max(vector');
if (NN == PN)
    vector(NN)= -inf;
   [prob_of_NN,NN] = max(vector');
end
 
overall_results(i, 3)=NN;
overall_results(i, 4)=prob_of_NN;
 
%1=monday, 2 tuesday etc

Day=AllTestDataU1(i,1);
overall_results(i, 5)=Day;

%Period 10=morning, 20=lunch, 30=evening, 40=other
Period=AllTestDataU1(i,8);
overall_results(i, 6)=Period;

%write the required PP list for that time period
if (Day==1) & (Period==10)
         PP_for_TP=PP_Total_User1(1, :);
elseif (Day==1) & (Period==20)
         PP_for_TP=PP_Total_User1(2, :);
elseif (Day==1) & (Period==30)
         PP_for_TP=PP_Total_User1(3, :);
elseif (Day==2) & (Period==10)
         PP_for_TP=PP_Total_User1(4, :);
elseif (Day==2) & (Period==20)
         PP_for_TP=PP_Total_User1(5, :);
elseif (Day==2) & (Period==30)
         PP_for_TP=PP_Total_User1(6, :);
elseif (Day==3) & (Period==10)
         PP_for_TP=PP_Total_User1(7, :);
elseif (Day==3) & (Period==20)
         PP_for_TP=PP_Total_User1(8, :);
elseif (Day==3) & (Period==30)
         PP_for_TP=PP_Total_User1(9, :);
elseif (Day==4) & (Period==10)
         PP_for_TP=PP_Total_User1(10, :);
elseif (Day==4) & (Period==20)
         PP_for_TP=PP_Total_User1(11, :);
elseif (Day==4) & (Period==30)
         PP_for_TP=PP_Total_User1(12, :);
elseif (Day==5) & (Period==10)
         PP_for_TP=PP_Total_User1(13, :);
elseif (Day==5) & (Period==20)
         PP_for_TP=PP_Total_User1(14, :);
elseif (Day==5) & (Period==30)
         PP_for_TP=PP_Total_User1(15, :);
else
         PP_for_TP=0
end
 

 %# All preferred paths array
tcell={[PP1],[PP2],[PP3],[PP4],[PP5],[PP6],[PP7],[PP8],[PP9],[PP10],[PP11],[PP12],[PP13],[PP14],[PP15],[PP16],[PP17],[PP18],[PP19],[PP20],[PP21],[PP22]};  
maxSize = max(cellfun(@numel,tcell));    
%# Get the maximum vector size
fcn = @(x) [x nan(1,maxSize-numel(x))];  
%# Create an anonymous function 
rmat = cellfun(fcn,tcell,'UniformOutput',false);  
%# Pad each cell with NaNs 
rmat = vertcat(rmat{:}) ; %# Vertically concatenate cells 
 
for j = 1:22
if PP_for_TP(j) >= 0
      result{[j]}=rmat(j, :);
prob_of_pp(j)=PP_for_TP(j);
end
end
 
%transpose
result=result';
prob_of_pp=prob_of_pp';
 
highest_prob=[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0];
Predictednodefrom_PP=[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0];

%Find the most probable PP
for k = 1:22%#loop through all the preferred paths
    a=isempty(result{k}(:));%#ignore the NaN values
    if a==1
       continue
          elseif ((result{k}(1,1))== PN) && ((result{k}(1,2))== CN)&& (isempty(result{k}(1,3))~=1)
            Predictednodefrom_PP(k)=result{k}(1,3);
            highest_prob(k)=prob_of_pp(k);
          elseif ((result{k}(1,2))== PN) && ((result{k}(1,3))== CN)&& (isempty(result{k}(1,4))~=1)
            Predictednodefrom_PP(k)=result{k}(1,4);
            highest_prob(k)=prob_of_pp(k) ;     
          elseif ((result{k}(1,3))== PN) && ((result{k}(1,4))== CN)&& (isempty(result{k}(1,5))~=1)
            Predictednodefrom_PP(k)=result{k}(1,5);
            highest_prob(k)=prob_of_pp(k);
          elseif ((result{k}(1,4))== PN) && ((result{k}(1,5))== CN)&& (isempty(result{k}(1,6))~=1)
            Predictednodefrom_PP(k)=result{k}(1,6);
            highest_prob(k)=prob_of_pp(k);
          end
end
 
%HPN=hightest probability number
    [value_of_HPN,HPN] = max(highest_prob);
    Most_Probable_Node_from_PP=Predictednodefrom_PP(HPN);
    overall_results(i, 7)=Most_Probable_Node_from_PP;
    c=isnan(Most_Probable_Node_from_PP);
 
end

[bookmark: _Toc307167689]Figure B.1: Test success of TM and PP predictions

[bookmark: _Toc296691803][bookmark: _Toc307167837]References
Addlesee, M., Curwen, R., Hodges, S., Newman, J., Steggles, P., Ward, A. & Hopper, A. (2001), "Implementing a sentient computing system", Computer, vol. 34, no. 8, pp. 50-56. 
AdMob, (2011), Mobile Advertising | Buy Ads | Monetize Traffic | AdMob [online] Available from http://www.admob.com/ [Accessed 4 June 2011]
AeroScout, (2011) RTLS|Wi-Fi Location| Wi-Fi RTLS| Wi-Fi Based RTLS|AeroScout [online].     Available from http://www.aeroscout.com/. [Accessed 3 March 2011].

Agrawal, R., Mannila, H., Srikant, R., Toivonen, H. & Verkamo, A.I. (1996), "Fast discovery of association rules", Advances in knowledge discovery and data mining, vol. 12, pp. 307-328.

Aitenbichler, E. & Muhlhauser, M. (2003), "An IR local positioning system for smart items and devices", 23rd International Conference on Distributed Computing Systems Workshops (ICDCSW'03), pp. 334, Providence, Rhode Island.

Anand, A., Manikopoulos, C., Jones, Q. & Borcea, C. (2007), "A quantitative analysis of power consumption for location-aware applications on smart phones", IEEE International Symposium Industrial Electronics, (ISIE 2007)., pp. 1986. Vigo, Spain.
Ashbrook, D. & Starner, T. (2002), "Learning significant locations and predicting user movement with GPS", Sixth International Symposium on Wearable Computers, 2002.(ISWC 2002)., pp. 101-108, Seattle, WA, USA.
Ashbrook, D. & Starner, T. (2003), "Using GPS to learn significant locations and predict movement across multiple users", Personal and Ubiquitous Computing, vol. 7, no. 5, pp. 275-286. 
Baala, O., Zheng, Y. & Caminada, A. (2009), "The Impact of AP Placement in WLAN-Based Indoor Positioning System", Proceedings of the 2009 Eighth International Conference on Networks, pp. 12. Washington, DC, USA.
Bahl, P., Padmanabhan, V.N. & Balachandran, A. (2000), "Enhancements to the RADAR User Location and Tracking System", Microsoft Research. 
Bahl, P. & Padmanabhan, V.N. (2000), "RADAR: an in-building RF-based user location and tracking system", INFOCOM 2000. Nineteenth Annual Joint Conference of the IEEE Computer and Communications Societies. Proceedings, pp. 775. Tel-Aviv, Israel.
Bar-Shalom, Y., Li, X.R., Kirubarajan, T. & Wiley, J. (2001), Estimation with applications to tracking and navigation, 1st ed. Wiley- Interscience. 
Beauregard, S. (2006) "A Helmet-Mounted Pedestrian Dead Reckoning System", Proceedings of the 3rd International Forum on Applied Wearable Computing (IFAWC 2006), pp. 15-16, Bremen, Germany.

Beauregard, S. & Haas, H. (2006) "Pedestrian dead reckoning: A basis for personal positioning", Proceedings of the 3rd Workshop on Positioning, Navigation and Communication (WPNC’06), pp. 27–35. Munich, Germany.
Bellazzi, R. & Zupan, B. (2008), "Predictive data mining in clinical medicine: current issues and guidelines", International journal of medical informatics, vol. 77, no. 2, pp. 81-97. 
Birney, E. (2001), "Hidden Markov models in biological sequence analysis", IBM Journal of Research and Development, vol. 45, no. 3.4, pp. 449-454. 
Bolick, J. (2010). AutomatedBuilding.com Article: A Wireless Solution For Energy Control In Existing Buildings [online]. Available from: <http://www.automatedbuildings.com/news/apr10/arcles/adura/100329095808adura.htm> [Accessed 28 June 2010]
Brockmann, D., Hufnagel, L. & Geisel, T. (2006), "The scaling laws of human travel", Nature, vol. 439, no. 7075, pp. 462-465. 
Brumitt, B., Meyers, B., Krumm, J., Kern, A. & Shafer, S. (2000), "Easyliving: Technologies for intelligent environments", Handheld and Ubiquitous Computing, pp. 97.

Bshara, M., Orguner, U., Gustafsson, F. & Van Biesen, L. (2010), "Fingerprinting Localisation in Wireless Networks Based on Received-Signal-Strength Measurements: A Case Study on WiMAX Networks", IEEE Transactions on Vehicular Technology, vol. 59, no. 1, pp. 283-294.
Cauley, L. 2006, NSA has massive database of Americans' phone calls. USA Today [online] 5 November. Available from: http://www.fsyduaonfyj.nogw.com/download/2006_nsa_massive_db.pdf/.  [Accessed 2 may 2011]
Chon, H.D., Jun, S., Jung, H. & An, S.W. (2004), "Using RFID for accurate positioning", Journal of Global Positioning Systems, vol. 3, no. 1-2, pp. 32-39.

Curran, K., Furey, E., Lunney, T., Santos, J., Woods, D., McCaughey, A. (2008), An Evaluation of Indoor Location Determination Technologies, Location Awareness Trials, JANet UK.

Curran, K., Furey, E., Lunney, T., Santos, J., Woods, D., McCaughey, A. (2011), An Evaluation of Indoor Location Determination Technologies, Journal of Location Based Services, Vol. 5, No. 2, pp: 61-78.

Djuknic, G.M. & Richton, R.E. (2002), "Geolocation and assisted GPS", Computer, vol. 34, no. 2, pp. 123-125.

Drane, C., Macnaughtan, M. & Scott, C. (2002), "Positioning GSM telephones", Communications Magazine,  vol. 36, no. 4, pp. 46-54.
Eagle, N. & Pentland, A. (2006), "Reality mining: sensing complex social systems", Personal and Ubiquitous Computing, vol. 10, no. 4, pp. 255-268. 
Ekahau, (2011) Ekahau - Wi-Fi Tracking Systems, RTLS and WLAN Site Survey [online] Available from  http://www.ekahau.com/. [Accessed 2 March 2011]

El-Rabbany, A. 2002, Introduction to GPS: the global positioning system, 1st ed. Artech House Publishers.
Enck, W., Gilbert, P., Chun, B.G., Cox, L.P., Jung, J., McDaniel, P. & Sheth, A.N. (2010), "TaintDroid: An information-flow tracking system for realtime privacy monitoring on smartphones", Proceedings of OSDI. Vancouver, British Columbia, Canada
Evennou, F., Marx, F., Novakov, E., France Telecom, R.D. & Grenoble, F. (2005), "Map-aided indoor mobile positioning system using particle filter", IEEE Wireless Communications and Networking Conference, New Orleans, LA, USA. 

Encyclopedia Britannica, (2011).  Probability theory (mathematics) – Britannica Online Encyclopedia [online] Available from http://www.britannica.com/EBchecked/topic/477530/probability-theory. [Accessed on 11 March 2011]

Eng-tips, (2011), State-transition matrix [online] Available from  http://www.eng-tips.com/viewthread.cfm?qid=236532&page=6/. [Accessed 9 February 2011]
Fayyad, U., Piatetsky-Shapiro, G. & Smyth, P. (1996), "From data mining to knowledge discovery in databases", AI magazine, vol. 17, no. 3, pp. 37. 
FireFly, (2011) Welcome to Cybernet Interactive [online].  Available from
http://www.cybernet.com/interactive/firefly/index.html/. [Accessed 4 March 2011].

Flurry, (2011), Mobile Application Analytics | iPhone Analytics | Android Analytics [online] Available from http://www.flurry.com/  [Accessed 4 Jule 2011]

Foursquare, (2011) CHECK IN FIND YOUR FRIENDS UNLOCK YOUR CITY [online] Available from https://foursquare.com/ [Accessed 27 June 2011]
Fox, D., Hightower, J., Kauz, H., Liao, L. & Patterson, D.J. (2003), "Bayesian techniques for location estimation", Proceedings of the 2003 Workshop on Location-Aware Computing, pp. 16. Seattle, Washington, USA.
Froehlich, J. & Krumm, J. (2008), "Route prediction from trip observations", SAE SP, vol. 2193, pp. 53. 
Furey, E., Curran, K. & Mc Kevitt, P. (2008), "HABITS: A History Aware Based Wi-Fi Indoor Tracking System", PGNET 2008, Liverpool, UK

Furey, E., Curran, K. & Mc Kevitt, P. (2010), "Incorporating Past Human Movement into Indoor Location Positioning Systems for Accurate Updates", IT&T 2010, Letterkenny, Eire.

Furey, E., Curran, K. & Mc Kevitt, P. (2011), "Learning Indoor Movement Habits for Predictive Control ", International Journal of Space-Based and Situated Computing, Vol. 1, No. 2.

Gander, W., Golub, G.H. & Strebel, R. (1994), "Least-squares fitting of circles and ellipses", BIT Numerical Mathematics, vol. 34, no. 4, pp. 558-578.

Geer, D. (2001), ‘The E911 dilemma’. Wireless Business and Tech [online]  Nov./Dec 2001. Available from http://marconipacific.com/e911Article.pdf/. [Accessed 30 may 2008]
Gellert, A. & Vintan, L. (2006), "Person Movement Prediction Using Hidden Markov models", Studies in Informatics and Control, vol. 15, no. 1, pp. 17. 
Geospatial Positioning Accuracy Standards, (2005) Geospatial Positioning Accuracy Standards,     Parts 1-5-- Federal Geographic Data Committee [online]. Available from: http://www.fgdc.gov/standards/projects/FGDC-standards-projects/accuracy/.[Accessed 10 June 2011].

Gleason, S. & Gebre-Egziabher, D. (2009), GNSS Applications and Methods, Artech House Publishers.
González, M.C., Hidalgo, C.A. & Barabási, A.L. (2008), "Understanding individual human mobility patterns", Nature, vol. 453, no. 7196, pp. 779-782. 
Gu, Y., Lo, A. & Niemegeers, I. (2009), "A survey of indoor positioning systems for wireless personal networks", IEEE Communications Surveys & Tutorials,  vol. 11, no. 1, pp. 13-32.

Gummadi, R., Wetherall, D., Greenstein, B. & Seshan, S. (2007), "Understanding and mitigating the impact of rf interference on 802.11 networks", ACM SIGCOMM Computer Communication Review, vol. 37, no. 4, pp. 385-396.
Hacking, I. 1965, Logic of statistical inference, Cambridge University Press. 
Hair Jr, J.F. (2007), "Knowledge creation in marketing: the role of predictive analytics", European Business Review, vol. 19, no. 4, pp. 303-315. 
Hightower, J. & Borriello, G. (2001), "Location sensing techniques", IEEE Computer, vol. 34, no. 8, pp. 57-66.
Han, S.J. (2004), Learning and Predicting User’s Movements for Intelligent Location-based Services. MSc. dissertation, Yonsei University
Han, S.J. & Cho, S.B. (2006), "Predicting user’s movement with a combination of self-organizing map and Markov model", Artificial Neural Networks–ICANN 2006, , pp. 884-893. Athens, Greece.
Haykin, S. (1999), Neural networks: a comprehensive foundation, 2nd ed, Prentice Hall, Upper Saddle River, NJ, USA. 
Hsu, F.H. (2002), Behind Deep Blue: Building the computer that defeated the world chess champion, Princeton Univ Pr. 
INRIX, (2011) Inrix. go anywhere [online] Available from  http://www.inrix.com/. [Accessed 7 March 2011] 

Kaplan, E. & Hegarty, C. (2006), "Understanding GPS: Principles and Applications Second Edition", 2nd ed. Artech House Publishers.

Kolodziej, K.W. & Hjelm, J. (2006), Local Positioning Systems: LBS Applications and Services, CRC Press.
Krumm, J. (2008), "A Markov model for Driver Turn Prediction", SAE SP, vol. 2193, pp. 1. 
Krumm, J., Cermak, G. & Horvitz, E. (2003), "Rightspot: A novel sense of location for a smart personal object", UbiComp 2003: Ubiquitous Computing, pp. 36, Seattle, Washington, USA.
Krumm, J. & Horvitz, E. (2006), "Predestination: Inferring destinations from partial trajectories", UbiComp 2006: Ubiquitous Computing, pp. 243-260. Orange County, CA, USA.
Krumm, J. & Horvitz, E. (2005), "The Microsoft multiperson location survey", Microsoft Research Technical Report. 
Krumm, J., Williams, L. & Smith, G. (2002), "SmartMoveX on a graph-an inexpensive active badge tracker", UbiComp 2002: Ubiquitous Computing, pp. 343-350. Göteborg, Sweden.
Küpper, A. (2005), Location-based Services, John Wiley & Sons, Chichester.

LA 200, (2009) Trapeze Networks Location Appliance- LA200 [online].  Available from
http://www.trapezenetworks.com/products/location_appliance/. [Accessed 9 November 2009]

LaMarca, A., Chawathe, Y., Consolvo, S., Hightower, J., Smith, I., Scott, J., Sohn, T., Howard, J., Hughes, J., Potter, F., Tabert, J., Powledge, P., Borriello, G. & Schilit, B. (2005), "Place Lab: device positioning using radio beacons in the wild", Proceedings Springer-Verlag, Munich, Germany, pp. 116.

Lee, M., Yang, H., Han, D. & Yu, C. (2010), "Crowdsourced radiomap for room-level place recognition in urban environment", IEEE International Conference on Pervasive Computing and Communications Workshops (PERCOM Workshops), pp. 648. Mannheim, Germany.

Li, B., Salter, J., Dempster, A.G. & Rizos, C. (2006), "Indoor positioning techniques based on wireless LAN", First IEEE International Conference on Wireless Broadband and Ultra Wideband Communications, pp. 13. Sydney, Australia.

Linden, G., Smith, B., York, J., (2003), "Amazon.com recommendations: item-to-item collaborative filtering," IEEE  Internet Computing, vol.7, no.1, pp. 76- 80.

Hui Liu., Darabi, H., Banerjee, P., Jing Liu. (2007) , "Survey of Wireless Indoor Positioning Techniques and Systems," IEEE Transactions on  Systems, Man, and Cybernetics, Part C: Applications and Reviews, , vol.37, no.6, pp.1067-1080

Longman English Dictionary, (2011).  habit-Definition from Longman English Dictionary Online [online] Available from http://www.ldoceonline.com/dictionary/habit/. [Accessed on 13 September 2010]
Lou, H.L. (1995), "Implementing the Viterbi algorithm", IEEE Signal Processing Magazine, vol. 12, no. 5, pp. 42-52. 
Malik, A. (2009), RTLS for Dummies, 1st Ed. For Dummies.

Méndez-Polanco, J., Muñoz-Meléndez, A. & Morales, E. (2009), "People Detection by a Mobile Robot Using Stereo Vision in Dynamic Indoor Environments", MICAI 2009: Advances in Artificial Intelligence, pp. 349-359. Guanajuato, México.
Mozer, M.C. (1999), "An intelligent environment must be adaptive", Intelligent Systems and their Applications, IEEE, vol. 14, no. 2, pp. 11-13. 
Munoz, D., Lara, F.B. & Vargas, C. (2009), Position location techniques and applications, Academic Pr.

Obradovic, D., Lenz, H. & Schupfner, M. (2006), "Fusion of map and sensor data in a modern car navigation system", The Journal of VLSI Signal Processing, vol. 45, no. 1, pp. 111-122.

Ochieng, W., Polak, J., Noland, R., Park, J.Y., Zhao, L., Briggs, D., Gulliver, J., Crookell, A., Evans, R. & Walker, M. (2003), "Integration of GPS and dead reckoning for real-time vehicle performance and emissions monitoring", GPS Solutions, vol. 6, no. 4, pp. 229-241.

Pathintelligence, (2011) Pedrestrian path measurement technology | Path Intelligence [online] Available from http://www.pathintelligence.com/ [Access 24 June 2011]
Patterson, D., Liao, L., Fox, D. & Kautz, H. (2003), "Inferring high-level behavior from low-level sensors", UbiComp 2003: Ubiquitous Computing, pp. 73. Seattle, Washington, USA.
Peng, C., Shen, G., Zhang, Y., Li, Y. & Tan, K. (2007), "BeepBeep: a high accuracy acoustic ranging system using COTS mobile devices", Proceedings of the 5th international conference on Embedded networked sensor systems, pp. 1. Sydney, Australia. 

Peng, J. (2008), "A Survey of Location Based Service for Galileo System", International Symposium on Computer Science and Computational Technology. ISCSCT '08., pp. 737. Shanghai, China.
Petzold, J. (2004), "Augsburg indoor location tracking benchmarks", Computer Science, University of Augsburg, Germany, Tech.Rep. 
Petzold, J., Bagci, F., Trumler, W. & Ungerer, T. (2006), "Hybrid predictors for next location prediction", Lecture Notes in Computer Science, vol. 4159, pp. 125. 
Petzold, J., Bagci, F., Trumler, W. & Ungerer, T. (2005), "Next Location Prediction Within a Smart Office Building", 1st International Workshop on Exploiting Context Histories in Smart Environments (ECHISE’05) at the 3rd International Conference on Pervasive Computing, Munich, Germany.
Petzold, J., Bagci, F., Trumler, W., Ungerer, T. & Vintan, L. (2004)"Global State Context Prediction Techniques Applied to a Smart Office Building", The Communication Networks and Distributed Systems Modeling and Simulation Conference, San Diego, CA, USA . 
Piontek, H., Seyffer, M. & Kaiser, J. (2007), "Improving the accuracy of ultrasound-based localisation systems", Personal and Ubiquitous Computing, vol. 11, no. 6, pp. 439-449.

Porretta, M., Nepa, P., Manara, G. & Giannetti, F. (2008), "Location, Location, Location", IEEE Vehicular Technology Magazine, vol. 3, no. 2, pp. 20-29.

Puccinelli, D. & Haenggi, M. (2006), "Multipath fading in wireless sensor networks: Measurements and interpretation", Proceedings of the 2006 international conference on Wireless communications and mobile computing, pp. 1039. Vancouver, British Columbia, Canada.
Rabiner, L.R. (1989), A tutorial on hidden Markov models and selected applications in speech recognition. Proceedings of the IEEE, VOL. 77, no. 2, pp.77.
Rabinowitz, M. & Spilker Jr, J.J. (2005), "A new positioning system using television synchronization signals", IEEE Transactions on Broadcasting , vol. 51, no. 1, pp. 51-61.

Roxin, A., Gaber, J. & Wack, M. (2008), "Survey of Wireless Geolocation Techniques", IEEE Globecom Workshops, 2007, pp. 1. Washington, DC, USA.

Sanpechuda, T. & Kovavisaruch, L. (2008), "A review of RFID localisation: Applications and techniques", 5th International Conference on Electrical Engineering/ Electronics, Computer, Telecommunications and Information Technology, ECTI-CON 2008, pp. 769. Krabi,  Thailand.

Scellato, S., Mascolo, C., Musolesi, M. & Latora, V. (2010), "Distance matters: Geo-social metrics for online social networks", Proceedings of the 3rd conference on Online social networks, WOSN 2010, pp. 8. Boston, MA, USA.

Schiller, J.H. & Voisard, A. (2004), Location-based services, Morgan Kaufmann Pub.

Sense Networks, (2011) Indexing the real world using location data for predictive analytics [online] Available from http://www.sensenetworks.com/. [Accessed 4 March 2011]
Simmons, R., Browning, B., Zhang, Y. & Sadekar, V. (2006), "Learning to predict driver route and destination intent", IEEE Intelligent Transportation Systems Conference, 2006. ITSC'06, pp. 127. Toronto, Canada.
Sommer, H.J, ( 2008) polygeom.m [online] Available from http://www.mathworks.com/matlabcentral/fileexchange/319-polygeom-m/. Accessed [12 October 2011]

Skyhook Wireless, (2010) Skyhook, The worldwide leader in location positioning, context awareness and intelligence[online]. Available fromhttp://www.skyhookwireless.com/.[Accessed 7 July 2010].

Somerville, I. (1992) Software engineering. 4th ed. Reading, MA: Addison-Wesley.
Sonitor, (2011) High Definition Ultrasound Indoor Positioning Systems [online]. Available from http://www.sonitor.com/. [Accessed 1 March 2011]

Steggles, P. & Gschwind, S. (2005), "The Ubisense Smart Space Platform", Adjunct Proceedings of the Third International Conference on Pervasive Computing, Vol. 191, Issue: May, pp.: 73-76. Munich, Germany. 

Sytech Consultants , (2011) Sytech Consultants Ltd - Audio &amp; Visual Forensics [online]
Available from http://www.sytech-consultants.com/services/audio-visual.htm/. [Accessed 24 June 2011] 
Thrun, S., Burgard, W. & Fox, D. ( 2005), Probabilistic Robotics, MIT press, Cambridge, Massachusetts, USA. 
Torkkola, K., Zhang, K., Li, H., Zhang, H., Schreiner, C. & Gardner, M. (2007), "Traffic advisories based on route prediction", Mobile Interaction with the Real World (MIRW 2007) , pp. 33. Singapore
Trumler, W., Bagci, F., Petzold, J. & Ungerer, T. (2003), "Smart doorplate", Personal and Ubiquitous Computing, vol. 7, no. 3-4, pp. 221-226. 
Ubisense, (2011) Real-time location systems (RTLS) and geospatial consulting-Ubisense [online] Available from http://www.ubisense.net/en/. [Accessed 3 March 2011]

Venkatachalam, M., Etemad, K., Ballantyne, W. & Chen, B. (2009), "Location services in WiMax networks", IEEE Communications Magazine, vol. 47, no. 10, pp. 92-98.

Vintan, L., Gellert, A., Petzold, J. & Ungerer, T. (2004), "Person Movement Prediction Using Neural Networks", First Workshop on Modeling and Retrieval of Context, Ulm, Germany.

Wang, H., Zhai, C., Zhan, X. & Song, D. (2008), "The Research and Geometric Analysis of Indoor Positioning Using Multiple Pseudolites Signals", Congress on Image and Signal Processing, 2008. CISP '08, pp. 203. Sanya, Hainan, China

Want, R., Hopper, A. & Gibbons, V.F.J. (1992), "The Active Badge Location System", ACM Transactions on Information Systems, vol. 10, no. 1, pp. 91-102.

Weissman, Z. "Indoor Location", BT location system white paper [online] Available from  http://www.tadlys.co.il/media/downloads/Indoors_Location_Systems.pdf/. [Accessed 7 May 2011].

Werb, J. & Lanzl, C. (2002), "Designing a positioning system for finding things and people indoors", IEEE Spectrum, vol. 35, no. 9, pp. 71-78.

Witten, I.H.; Frank, E. (2005) Data Mining: Practical machine learning tools and techniques., 2nd ed. Morgan Kaufmann Pub.
Yoon, B.J. & Vaidyanathan, P. (2004), "RNA secondary structure prediction using context-sensitive hidden Markov models", IEEE International Workshop on Biomedical Circuits and Systems, 2004,  Baltimore, MD, USA.
Zandbergen, P.A. (2009), "Accuracy of iPhone Locations: A Comparison of Assisted GPS, WiFi and Cellular Positioning", Transactions in GIS, vol. 13, pp. 5-25.


oleObject35.bin

image56.wmf
t

x


oleObject36.bin

image57.wmf
t

x


oleObject37.bin

image58.wmf
t

x


oleObject38.bin

oleObject39.bin

image59.wmf
ú

û

ù

ê

ë

é

=

33

.

0

66

.

0

4

_

Node

PP


oleObject40.bin

image2.png
\q\\\\"‘\ RN
- \Satelllles

Datbases &
directories

Mobiles

Cellular networks ﬂ

([(])] (([ )) Base stations

Access points
P Readers

(

Indoor networks

Contactless
smart cards

CPRFID tags

Vehicles

Notebooks

Terminals




image60.emf
Preferred 

Paths

Connected 

Graph

Discrete 

Bayesian Filter

Logic Rules

RTLS

Distance

Incidence

Matrices

Nodes

Wait

Decision

Transition

System 

Dynamics

P(x

t

|x

t-1

)

Perceptual 

Model

P(z

t

|x

t

)

Travel time Speed

HABITS 

Predictions

New Belief


image61.emf
Ekahau 

enhanced 

with 

HABITS


image62.emf
Plot on map of test area

HABITS

data fusion algorithm 

(Bayesian Filter)

Database containing movement 

history

Position Estimate at

t+1,t+2,t+3,t+4

Ekahau RTLS 

Position 

Estimate every 5 secs

Plot on map of test area

HABITS

data fusion algorithm 

(Bayesian Filter)

Database containing movement 

history

Position Estimate at

t+1,t+2,t+3,t+4

Ekahau RTLS 

Position 

Estimate every 5 secs


image63.emf
t

3

x x

x

+

+

t

2

t

1

Signal 

Black spot

Real Position

x

Ekahau Estimate

+

HABITS Estimate

t

3

x x

x

+

+

t

2

t

1

Signal 

Black spot

t

3

x x

x

+

+

t

2

t

1

t

3

x x

x

+

+

t

2

t

1

Signal 

Black spot

Real Position

x

Ekahau Estimate

+

HABITS Estimate

Real Position

x

Ekahau Estimate

+

HABITS Estimate


image64.emf

image65.png
Ground Floor Plan





image66.png
103 | 10 | 106 | 107 | 108 i 2
T1E] gl
102
+
3 b 122
@ 2 i Y
"
B 127

First Floor Plan





image67.png
Ground Floor Plan

o MS

¢ B 2 BB wjoin





image68.png
=
103 108 { 108 [ 107 [ 1ca 2 I R e -5
116} 1 2
A
Y
i 22 125
T
105 12 124
1 =% 1
3 1z .

First Floor Plan





image69.png
Ground Floor Plan

o MS

¢ B 2 BB wjoin





image3.png
Hyperbola (ry,r,)

(X,,Yy) (X,Y2)

@ Base station
O Terminal

(a)

Hyperbola (ry,r,)

Hyperbola (ry,r3)
(b)




image70.png
First Floor Plan

!g.m 2 B wopm





image71.emf
Signal black spots Signal black spots


image72.emf
Signal black spots Signal black spots


image73.emf
The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the 

red x still appears, you may have to delete the image and then insert it again.

Setup Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Learn Zones/Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Generate Matrices

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Learn Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the 

red x still appears, you may have to delete the image and then insert it again.

Learn Speed

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Pre-operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the 

red x still appears, you may have to delete the image and then insert it again.

Setup Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Learn Zones/Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Generate Matrices

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Learn Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the 

red x still appears, you may have to delete the image and then insert it again.

Learn Speed

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.
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The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the 

red x still appears, you may have to delete the image and then insert it again.

Setup Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Learn Zones/Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Generate Matrices

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Learn Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the 

red x still appears, you may have to delete the image and then insert it again.

Learn Speed

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Pre-operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the 

red x still appears, you may have to delete the image and then insert it again.

Setup RTLS

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Learn Zones/Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Generate Matrices

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert 

it again.

Learn Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the 

red x still appears, you may have to delete the image and then insert it again.

Learn Speed

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may 

have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have 

to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.
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The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete 

the image and then insert it again.

Check matrices to see where 

can go next and probabilities

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete 

the image and then insert it again.

Check matrices to see where 

can go next and probabilities

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

3b
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The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete 

the image and then insert it again.

Check matrices to see where 

can go next and probabilities

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete 

the image and then insert it again.

Check matrices to see where 

can go next and probabilities

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

3b 3b

3a 3a

1b 1b

2b 2b

4b 4b

5b 5b

1a 1a

1c 1c

2a 2a

2c 2c

4a 4a

4c 4c

5a 5a

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete 

the image and then insert it again.

Check matrices to see where 

can go next and probabilities

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete 

the image and then insert it again.

Check matrices to see where 

can go next and probabilities

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

3b
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The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete 

the image and then insert it again.

Check matrices to see where 

can go next and probabilities

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete 

the image and then insert it again.

Check matrices to see where 

can go next and probabilities

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from Ekahau

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

HABITS 

Operation Phase

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still 

appears, you may have to delete the image and then insert it again.

Check Nodes Types and 

Preferred Paths

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Node Type Wait/Transition

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

On preferred Path?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 

computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Give Prediction

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Short

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Medium

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Long

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open 

the file again. If the red x still appears, you may have to delete the image and then insert it again.

Input from RTLS

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Current/Previous Node

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Time stamp

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and 

then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Motion Rule

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Incidence

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Transition

The image cannot be displayed. Your computer may not have enough 

memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Distance

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart 

your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

Action or Plot

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where to Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image 

may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you 

may have to delete the image and then insert it again.

Where Not to 

Go?

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.
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Laptop tracked on first floor eoghan desk to mid stairs
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Laptop tracked on ground floor mid stairs to front door
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