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Abstract

The objective of the work described in this research plan is the development of an intelligent multimedia storytelling system that is able to generate multimedia presentation to tell stories from natural language text or drama/movie scripts. The storytelling employs several temporal media such as animation, speech and sound for the presentation of the stories/scripts.
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1. Introduction: The Motivation for IMSS

The most successful multimedia storytelling is probably Disney’s animations. Usually, they are made by an animation generation group to create the graphics in the aid of graphic software. Although most of the graphic processing tasks are performed by computer, creating animation is still a difficult and time-consuming job. An intelligent multimedia storytelling system that can generate animations dynamically to ‘tell’ stories at run-time will spare a lot of labour on animation direction and making, and this is the core task of IMSS.

This project will develop and implement an automatic multimedia presentation storytelling system-IMSS, which integrates and improves state-of-the-art theories and techniques in the areas of natural language processing, intelligent multimedia presentation, and language visualization.

1.1 Objectives of the Research

The main aims of this research are to present stories using temporal media (e.g. animation and speech) from natural language stories or drama/movie scripts. The primary objectives of IMSS are summarized as below:

· To interpret natural language story or movie (drama) script input and to extract concepts from the input

· To generate 3D animation and virtual world automatically, with speech and non-speech audio

· To integrate the above components to form an intelligent multimedia storytelling system for presenting multimodal stories

The motivation of this project comes from the domain of the integration of natural language and vision processing. There are two directions of the integration. One is to generate natural language descriptions from computer vision. This requires cooperation of image recognition, cognition, and natural language generation. The other is to visualize natural language (either spoken or typed-in). The most progress in this area reaches the stage of automatic generation of static images and iconic animations (see section 2).

In this project, an intelligent multimedia storytelling system, IMSS, presenting stories in 3D animation with high image quality (not iconic) will be designed and implemented.

1.2 Features of the IMSS – Multimodal, Animation, Intelligent

1.2.1 Multimodal Input and Output

Illustrated in Figure 1, IMSS will use natural language input including traditional typed text and tailored menu that facilitates to input movie/drama scripts in a specific format to generate spoken language (dialogue), animation, non-speech audio outputs. It gives the audience a richer perception than the usual linguistic narrative.
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Figure 1‑1. Multimodal I/O of IMSS

1.2.2 Animation

Most of text-to-graphic conversion systems like WIP (Wahlster et al. 1992) and WordsEye (Coyne and Sproat 2001) have been able to represent text information by static pictures (c.f. Table 2.1). However, except animated conversational agents that emulate lips movements, face expressions and body poses and animated icons, few systems can convert English text into animation.

The IMSS will translate stories expressed in usual typed-in text or script format into a 3D animation presentation with characters’ speech and other sound effects. The use of animated characteristics would enable movie producers and drama directors to preview the story by watching the animated effects of actors (protagonist) with props in the stage.

1.2.3 Intelligent

The intelligence of the system embodies the automatic generation of animation with little user intervention in the beginning of storytelling to help IMSS to set the actors. The IMSS will then generate the stage based on scene description, and make the animation to present the actors’ actions coordinating with their dialogues and to present events in the story.

2. Literature Review

2.1 Schank’s Conceptual Dependency (CD) Theory and SAM

A storytelling system stores the ideas and the concepts of the inputted story in memory. This is called ‘conceptual representation’. Conceptual representation is significant for interpreting a story in intelligent storytelling. It may help find how information from texts is encoded and recalled, and improve the machine understanding in some degree and present stories more exactly.

Conceptual Dependency, put forward by Schank (1972), was developed to represent concepts acquired from natural language input. The theory provides eleven primitive actions and six primitive conceptual categories (Figure 2.1). These primitives can be connected together by relation and tense modifiers to describe the concepts and draw on inference from sentences. 

ATRANS -- Transfer of an abstract relationship. e.g. give. 

PTRANS -- Transfer of the physical location of an object. e.g. go. 

PROPEL -- Application of a physical force to an object. e.g. push. 

MTRANS -- Transfer of mental information. e.g. tell. 

MBUILD -- Construct new information from old. e.g. decide. 

SPEAK -- Utter a sound. e.g. say. 

ATTEND -- Focus a sense on a stimulus. e.g. listen, watch. 

MOVE -- Movement of a body part by owner. e.g. punch, kick. 

GRASP -- Actor grasping an object. e.g. clutch. 

INGEST -- Actor ingesting an object. e.g. eat. 

EXPEL -- Actor getting rid of an object from body.

(A) Primitive actions in CD

PP -- Real world objects. 

ACT -- Real world actions. 

PA -- Attributes of objects. 

AA -- Attributes of actions. 

T -- Times. 

LOC -- Locations. 

(B) primitive conceptual categories in CD

Figure 2.1 Conceptual Dependency primitives
For example, the sentence: “I gave John a book.” can be depicted in CD theory as Figure 2.2. 

The theory of CD makes it possible to represent sentences as a series of diagrams depicting actions using both abstract and real physical situations. The agent and the objects in the sentences are represented. The process of splitting the knowledge into small sets of low-level primitives makes the problem solving process easier, because the number of inference rules needed is reduced. Therefore CD theory could reduce inference rules since many inference rules are already represented in CD structure itself. That might be the reason why many story animation systems are based on CD primitives (e.g. Narayanan et al. 1995).
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The double arrow indicates a two-way links between actor and action. The letter ‘p’ over the double arrow indicates past tense.

The single-line arrow indicates the direction of dependency. ‘o’ over the arrow indicates the object case relation.

The forficate arrows describe the relationship between the action (ATRANS), the source (from) and the recipient (to) of the action. The ‘R’ over the arrow indicates the recipient case relation.

Figure 2.2 Conceptual representation of “I gave John a book.”

However, knowledge in sentences must be decomposed into fairly low level primitives in CD, therefore representations can be complex even for relatively simple actions. In addition, sometimes it is difficult to find the correct set of primitives, and even if a proper set of primitives are found to represent the concepts in a sentence, a lot of inference is still required.

Additionally, Schank introduced ‘scripts’, expected primitive actions under certain situations, to characterize the sort of stereotyped action sequences that implicated in human being’s ‘common sense’ from their prior experience knowledge which computers lack, such as going to a restaurant, travelling by train etc.

Schank and his colleagues developed some applications based on his CD theory. SAM (Script Applier Mechanism) is a representative system. It reads short stories that followed basic scripts, then outputs summaries in several languages and answers questions about the stories to test its comprehension.

SAM had a few shortcomings. It has deficiencies when a story digresses from a script.

2.2 Automatic Text-to-Graphics Systems 
Considerable progress has been made toward systems that generate multimedia presentation for limited domains, communicative goals, and data.
2.2.1 Multimedia presentation - WIP, COMET etc.

In the extant automatic multimedia presentation applications, such as COMET, WIP, and TEXPLAN, the advantage of integrating multiple media in output is obvious. They can coordinate text and graphical depictions of mechanic devices for generating instructions about their repair or proper use by a sequence of operations or the status of a complex process.

COMET (COordinated Multimedia Explanation Testbed) (Feiner and McKeown, 1991), is in the field of maintenance and repair of military radios.

WIP (Wahlster et al. 1992), developed by DFKI in Germany, is an intelligent tutoring system that presents mechanical instructions in graphics. It is also supposed to adapt to other knowledge domains.

TEXPLAN (Textual EXplanation PLANner, Maybury, 1993) designs narrated or animated route directions in a cartographic information system.

These projects have studied problems in media design and coordination. The COMET project used a form of temporal reasoning to control representation and coordination whereas Maybury’s TEXPLAN enables media realization and layout constraints to influence both content selection and the structure of the resulting explanation.
These systems generate multimedia presentations automatically from intended presentation content. They can effectively coordinate media when generating references to objects (e.g., "the highlighted knob") and can tailor their presentations to the target audience and situation.

2.2.2 Automatic Text-to-Scene Conversion in WordsEye

WordsEye (Coyne and Sproat 2001), developed in AT&T labs, is able to convert text into representative 3D scenes automatically. It relies on a large database of 3D models and poses to depict entities and actions. The project generates static scenes rather than animation and hence focuses on the issues of semantics and graphical representation without address all the problem inherent in automatically generating animation.

The system works as follows. An input text is entered, the sentences are tagged and parsed, and then be converted to a dependency structure. The structure is then interpreted to a semantic representation, which is converted to a set of low-level 3D depictors representing objects, poses, spatial relations, and other attributes. Finally, the resulting depictors are used to manipulate the 3D objects that constitute the renderable scene.

WordsEye can translate most of ideas expressed in language into a graphic representation. But when the semantic intent is ambiguous or beyond the system’s common-sense knowledge, the resulting scene might loosely match what is expected.

An important area of recent research that aforementioned projects did not focus on is in coordinating temporal media, e.g. speech and animation, where information is presented over time and needs to be synchronized with other media.
2.2.3 ‘Micons’ and CD-based language animation

The term MICONs (moving icons, animating icons) was first coined by Russell Sasnet, and then Baecher made some initial steps in language animation with the idea of ‘micons’. He used a set of atomic micons to describe a set of primitives (objects and events) and developed a general purpose graphical language, CD-Icon, based on Schank’s CD. (see section 2.1)

CD-Icon indicated some major limitations of a method closely based on CD theory: it is difficult to represent abstract concepts and restricted in closed sets (e.g. primitive actions), and complex messages can only be constructed by physical relations such as space, time and causality.

Narayanan et al. (1995) discuss the possibility of developing visual primitives for language primitives where CD is used. A 3D dynamic visualisation system (language animation) is developed to represent story scripts continuously. It maps language primitives onto visual primitives directly and achieves maximal continuity by animation. Using this system an example story ‘Going to a restaurant’ is provided.

The representation of actors and objects in this system is iconic. No image details are given. A person is symbolized by a cone with a ball on the top and differentiated by different colors, while the restaurant is just a rectangular cube. By changing the micons’ position, color, and shape, actions performed and changes of object’s state are presented. Hence it may be also regarded as a micon system.

2.2.4 Spoken Image (SI)

In O Nuallain and Smith’s (1994) project-Spoken Image (SI), a 3D dynamic graphic visualisation with an almost photo-realistic image quality is displayed, giving verbal scene descriptions spoken by a human user. The output graphic can be incremental reconstructed and modified as the user gives more detailed descriptions or mentions new objects in the scene.

2.3 Multimedia Interactive Systems

Examples of multimedia dialogue systems include AIMI, AlFresco, CUBRICON and XTRA. Typically, these systems parse integrated input and generate coordinated output.

2.3.1 AIMI

AIMI (Burger and Marshall 1993) is aimed to help the user to devise cargo transportation schedules and routes. To fulfil this task the user is provided with maps, tables, charts and text, which are sensitive to further interaction through pointing gestures and other modalities.

2.3.2 AlFresco

AlFresco (Stock et al. 1993) is an interactive, natural language centred system for presenting information about Fourteenth century Italian frescoes and monuments. It combines natural language processing with hypermedia to provide an efficient and user-oriented way to browse around through a pre-existing hyper-textual network. The combination of natural language and hypermedia gives rise to an advantage that while prefabricated hypermedia texts can compensate for a lack of coverage in the natural language modules, the on-demand generation of user-tailored texts can help to overcome the disorientation problem in the hypermedia environment. Also, further information about pictures and videos can be accessed by asking questions in natural language combined with direct pointing actions like in AIMI.
2.3.3 Interactive Storytelling

Projects in interactive storytelling integrate the progress in multimedia presentation, multimodal interfaces, and games. KidsRoom (Bobick et al., 1996) and Larsen and Petersen’s (1999) storytelling environment are typical.

They combined the physical and the virtual world into an interactive narrative play space. Using images, lighting, sound, and computer vision action recognition technology, a child's bedroom or a CAVE-like environment was transformed into an unusual world for fantasy play. It guides and reacts to the user's choices and actions.

These systems focus on interaction between the user (player) and the story. The graphic presentations are high quality, but either prefabricated (KidsRoom) or from executable computer language (Larsen and Petersen’s storytelling), which reduce the flexibility of the systems.

2.4 Animated Intelligent Agents
Embodied Conversational Agents are a type of multimodal interface where the modalities are the natural modalities of face-to-face communication among humans, i.e. speech, facial expressions, hand gestures, and body stance.
J. Cassell (Cassell et al. 2000) presented her project REA, which is an animated human simulation on a screen that can understand the conversational behaviours of the human standing in front of it via computer vision techniques, and respond with automatically generated speech and face, hand gesture and body animation. 

Her Sam, another 3D animated conversational agent, can tell stories and share experiences together with children by sharing physical objects across real and virtual worlds. It acts as a peer playmate in a shared collaborative space by using the real-time video of the child's environment as Sam’s background, so that it seems exist in the child's play space.

The research in dynamical agent behaviours gives some idea in creating actors in this project where an animated narrator who speaks aside the story.
2.5 Comparison of Multimedia Interactive systems

In the following table (Table 2.1) there is a comparison showing features of various intelligent multimedia interactive systems.

Besides the systems listed in the table, many other practical applications of intelligent multimedia interfaces have been developed in domains such as intelligent tutoring, retrieving information from a large database, car-driver interfaces, real estate presentation and car exhibition etc.

Most of the current multimedia systems mixed text, static graphics (including map, charts and figures) and speech (some with additional non-speech audio) modality.

Static graphical displays in these systems constrained presentation of dynamic information such as actions and events. To make references on a static graph, some used highlighting and temporally varying effects like flashing, hopping, zooming, which are frequently used in PowerPoint “animation” effects presentation.

Systems like AesopWorld, KidSim, KidsRoom and Larsen and Petersen’s Interactive Storytelling did present non-agent animations to tell stories, but they are all not automatic, either need user’s intervention through graphic interface, or rely on prefabricate animation (or programming-language-like scripts). Albeit Narayanan’s language animation and Spoken Image (SI) in Table 2.1 generate animation automatically, either the quality of images is not satisfiable (iconic feature in Narayanan’s system) or the application domain is limited (scene description and spatial relationships in SI).

The core contribution of this project is presenting dynamic 3D animation automatically from natural language stories and script-based input. Current state of the art techniques in natural language processing and speech synthesis, automatic graphic and animation design, 3D graphic design, music synthesis, media design and coordination will be utilized and incorporated in this intelligent multimedia storytelling system.
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	Shank’s SAM
	v
	v
	v
	
	
	
	v
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	v
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	Cassell’s SAM
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	This Project
	IMSS
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1 Tailored menu for script inputting

2 AIMI used non-speech audio to convey the speed and duration of processes which are not visible to the user.

3 Agent: hand gestures, body movements, and facial expressions

4 Natural language typed-in (with/without special format, e.g. story, movie script)

5 Pointing on menus, pictures, maps, charts, tables, or spreadsheets through mouse or touchscreen

6 Speech recognition

7 Image recognition

8 Automatic generation of a variety of tables, charts, and graphics.

Table 2.1 Comparison of MultiMedia Interactive Systems

3. Project Proposal

An intelligent multimedia storytelling system for presenting natural language story/script to animation is proposed. The core of IMSS would be the construction of tools to translate natural language input into its dynamic graphic presentation. The system architecture is depicted in Figure 3.1. 
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Figure 3.1 Architecture diagram of IMSS

The dashed part includes the prefabricated objects such as characters, props, and animation for primitive actions, which will be used in the component of ‘Animation generation’. When the input is a story, it will be transferred to a script by ‘script writer’, then parsed by ‘script parser’ and ‘natural language parser’ respectively.

The three components of Natural Language Processing (NLP), Text to Speech (TTS) and sound effects are parallel. The outputs of them will converge and combine at ‘code combination’, which generates a holistic 3D world representation including animation, speech and sound effects.

3.1 Data flow of IMSS

The data flow diagram (DFD) of the system is shown in Figure 3.2 that illustrates the data exchange among the main components.
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Figure 3.2 Level 1 Data Flow Diagram of IMSS

The aim of the ‘Script writer’ is to transfer a usual English story to a drama-like script which meets the system’s requirements, and send the script to ‘script parser’. If the input is script, it goes to ‘script parser’ directly. ‘Script parser’ then parses the script into several functional parts: actor description, scene description, dialogues, actions, and non-speech audio description which are passed to corresponding processors respectively. e.g. passing dialogues to TTS. 

The main part, scene & Actor descriptions and their actions is sent to a ‘Natural language parser’. The function of ‘Natural language parser’ is to parse, mark the input text, and identify characters, objects, and events in the description. 

After parallel processing, codes from ‘animation director’, ‘TTS’ and ‘sound effect driver’ converge at the media coordination where synchronisation is performed to match speech and music to vision. In another word, it is the ‘code combination’ in the architecture diagram.

The major part is the ‘Animation director’ that accepts marked script and generates silent animations. The DFD of this component (level 2) is illustrated in Figure 3.3.
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Figure 3.3 Level 2 Data flow diagram-Animation Director

3.2 Prospective tools

The IMSS will makes use of several software in natural language processing, text-to-speech and 3D animation.
3.2.1 Natural Language Processing (NLP) tools

In language processing part, part-of-speech tagger, syntactic parser and semantic analyser of English input are needed. The Gate, CPK NLP Suite, and WordNet (Fellbaum 1998) may be useful for this part. Analysis and selection of suitable tools is scheduled in the next phase of the project. (c.f. Project schedule)

For text-to-speech software, choice can be made from current industry standard speech middleware, such as SAPI (Speech Applications Programmers Interface) from Microsoft and JSAPI from Sun, SPIEL (Mitsubishi). The selection of it should take operation system platforms into account since some NLP tools might only be workable on specific platforms.

3.2.2 3D Animation Tools (with sound effects)

There are a variety of 3D graphic authoring tools that are prospective. 

SDKs to Windows platform are Microsoft DirectX and Silicon Graphics OpenGL. Both of them provide low-level 3D-graphics programming, and a high-level programming interface.

Larsen and Petersen (1999) analysed three possible ways to implement 3D animations. First is the classical approach where the graphical engine translates, rotates and scales each individual part of the object. Making animations in this way is similar to what Disney animators do. A file containing the animation must be parsed to the animation part of the graphical modality in this method.

Second is inverse kinematics. It models the flexibility and possible rotations of joints and limbs in the 3D creatures. This approach gives the best possibilities to make life-like animation of the actors in the story, but does involve a lot of work to set up the models for the creatures.

The third is the function of importing animations made in 3D-Studio, which is provided by Retained Mode. Hence one can create the animations in a tool which has been designed to make animation of 3D objects. The drawback is that once the animations have been included into a Retained Mode object there is no way to manipulate the animations. It means that it is not possible for an actor to have two active animations at a time.

Final decisions on graphic tools will be made before March of this year as shown in the schedule. We consider using some figure design and 3D animation authoring tools like 3D Studio Max and Poser 4.0 to create the actors, props and stage and exporting them to VRML 2.0/97 format that give more controls on the objects in the 3D virtual world.

VRML may spare efforts on media coordination since its Sound node is responsible for describing how sound is positioned and spatially presented within a scene. It enables to locate a sound at a certain point and make the viewer aware of the sound’s location. This function is useful in presenting non-speech sound effect in the storytelling, e.g. the sound of a car when it passes by. The Sound node brings the power to imbue a scene with ambient background noise or music, as well. It can also describe a sound that will fade away at a specified distance from the sound node by some Sensors.

3.2.3 The Actors – Using Conversational Agents

COLLAGEN (for COLLaborative AGENt) is object-oriented Java middleware for building collaborative interface agents derived from the MIT Media Laboratory work on embodied conversational agents.

Microsoft Agent provides a set of programmable software services that supports the presentation of interactive animated characters within the Microsoft Windows. It enables developers to incorporate conversational interfaces, that leverages natural aspects of human social communication. In addition to mouse and keyboard input, Microsoft Agent includes support for speech recognition so applications can respond to voice commands. Characters can respond using synthesized speech, recorded audio, or text in a cartoon word balloon.

BEAT, another animator’s tool which was incorporated in Cassell’s REA (see section 2.4), allows animators to input typed text that they wish to be spoken by an animated human figure.

Those tools could be used to implement actors in the IMSS.

4. Project Schedule

The work proposed previously required several steps to be carried out in order to achieve the desired objectives of IMSS. Table 4.1 outlines the main tasks and schedule of this project.

5. Conclusions

The objectives of the IMSS meet the challenging problems in language animation.

· Mapping language primitives with visual primitives to present objects, action, and events is still a main methodology in automatic animation generation.

· Mapping language to vision includes sophisticated spatial relations between spatial cognition and prepositions in English

· Visualization of a story in natural language requires a gigantic knowledge base on ‘common senses’, which could be implemented by providing default attributes.

· Representing stories by temporal multimedia (speech, non-speech audio, and animations) requires high coordination to integrate them in a consistent and coherent manner.

To demonstrate and test IMSS some example stories and scripts will be given as input to IMSS and be presented, e.g. children’s stories and some short drama scripts.

Prospective practical applications of IMSS could be a wide variety of applications, such as children’s education, multimedia presentation, movie/drama production, script writing, animated e-postcards, and game applications.
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Appendix A: Project Schedule

	 
	2001
	2002
	2003
	2004

	Research Activities
	Oct-Dec
	Jan-Mar
	Apr-Jun
	Jul- Sep
	Oct- Dec
	Jan- Mar
	Apr-Jun
	Jul-Sep
	Oct-Dec
	Jan-Mar
	Apr-Jun
	Jul-Sep

	Literature survey 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Writing Chapter 2 ‘Literature Review’ 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Analysis and selection of tools 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Learning how to make animation manually using some graphic tools 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Selection of 3D authoring tools 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Selection of NLP tools 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Selection of other reusable components (e.g. Agents) 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	System design 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Unit implementation 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Test-to-animation (visualize sentences/short paragraph for scene description)
	
	
	
	
	
	
	
	
	
	
	
	

	vision-speech coordination (dialogues between actors)
	
	
	
	
	
	
	
	
	
	
	
	

	parse natural language stories to scripts
	
	
	
	
	
	
	
	
	
	
	
	

	other units
	
	
	
	
	
	
	
	
	
	
	
	

	Integration and testing 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Write up PhD thesis 
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Improving system
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Modifying thesis
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 


Table 4.1 Project schedule
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